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Diesel spills are all too frequent disturbances of freshwater
ecosystems, largely as a result of the quantities transported and
consumed. Assessing the risk that such events may pose to
aquatic life remains a difficult process, because of the complexity
of this hydrocarbon mixture and our limited knowledge of its
toxicity. A diesel spike experiment with rainbow trout
(Oncorhynchus mykiss) fry was carried out to fill this knowledge
gap. Survival, growth, and gene expression changes were
assessed and toxicity thresholds were determined. Whereas
the biological end points were consistent in the determination
of (sub)lethal doses, microarrays supplied additional information
on the mechanism of toxicity (oxygen deprivation) and potential
long-term effects (feminization, immune system alterations)
of diesel exposure on salmonids. Hemoglobins, prostaglandins,
cytochromes, and gluthathion-S-transferases were among
the molecular biomarkers proposed for use in future risk
assessments based on microarray results. By bridging traditional
toxicity testing with recent microarray technologies, this
study shows the potential of genomics tools in ecotoxicity
studiesaswellas industrialapplications, includingriskassessment,
in the near future.

Introduction
Oil continues to be the primary source of energy, accounting
for approximately 40% of total energy use worldwide. The
total world petroleum consumption was estimated to exceed
84 million barrels (or 3 billion gallons) per day during 2005.
Canada represents one of the nations with the largest oil
reserves, extensive oil production, and a high level of oil
consumption per capita (1). The resulting revenues and other
economic benefits have often overshadowed the negative
impacts of petroleum hydrocarbons spilled into terrestrial,
marine, and freshwater ecosystems during production,
transportation, and use. In British Columbia, Canada,
approximately 4000 spills yearly affect aquatic habitat over
half of which are hydrocarbon related (Duncan Ferguson,
Hazard Management Section, BC Ministry of the Environ-

ment, personal communication). Many of the inland events
are from smaller spills of petroleum hydrocarbons into
freshwater habitat, thus representing an imminent threat to
the spawning habitat of salmonids. With salmonids as an
important food item in aquatic food chains, a contributor of
nutrients to riparian zones, and a valued economic resource
to humans, the impacts of oil spills could affect multiple
levels of ecosystems.

Although spill events are frequent and abundant, incidents
in freshwater ecosystems are often localized, and hence
attract much less public attention than those in marine
environments. Consequently, concern and scientific studies
of petroleum impacts on freshwater environments have
lagged behind. To date, very little information has been
published on the potential problems of oil, and little is known
about the toxicology of the complex petroleum hydrocarbon
mixtures on aquatic life. The objectives of this study are to
(1) establish toxicity threshold levels for the effects of the
most frequently spilled hydrocarbon product (diesel) on
aquatic organisms, using rainbow trout (Oncorhynchus
mykiss) as a model species; (2) to address the potential long-
term impacts of diesel exposure by including sublethal effect
end points and elucidate the mechanism of diesel toxicity
using genomics tools; and (3) to identify molecular biom-
arkers of diesel exposure in fish, as tools in future assessments
of the ecological risks associated with spills.

Materials and Methods
Test Conditions. Rainbow trout fry (Oncorhynchus mykiss;
∼11 days post swim up and 100 mg in weight) were obtained
from a government certified hatchery (Sun Valley Trout Farm,
Langley, BC, Canada) two days before test initiation for
acclimatization. The test was carried out at Cantest (Burnaby
BC, Canada) facilities. Fish were subjected to a lake water
control or a test solution consisting of lake water spiked with
Ultra Low Sulfur (ULS) Diesel No. 2 (CAS 68476-34-6). Six
replicates, each containing five fish, were tested per loading
rate in 1-L glass jars containing 80 mL of test solution per
fish, according to the method described by Lazorchak and
Smith (2). Over the 14-day exposure period, test solutions
were renewed daily, constantly aerated, and kept under a
photoperiod of 16 h light-8 h dark with a light intensity of
100–500 lx at the water surface. Throughout the test, fish
were fed brine shrimp (Artemia) twice daily.

Lake water was collected at Marie Lake, Queen Charlotte
Islands, BC, Canada, to reflect conditions where biological
components of freshwater may interact with contaminants.
Lake water was shipped and stored cold (4 °C). Volumes
required for next day’s water renewal were kept at test
temperature overnight, and as necessary, temperature-
adjusted and aerated for 30 min before use in preparation
of the test solutions. Test concentrations were expressed as
loading rates, i.e. the ratio of diesel to dilution water, reflective
of the poor solubility of hydrocarbon mixtures. Specific gravity
for diesel (0.84 @ 15.6 °C) was used to estimate the volume
of diesel. Six loading rates were tested, namely 0.3, 1.5, 8, 40,
200, and 1000 mg/L (based on a 96-h range finding test),
including lethal and sublethal exposure concentrations. To
obtain the specific concentrations, a stock solution was
prepared, mixed for 30 min on a magnetic stir plate, and
diluted into lake water. All test solutions were mixed for 30
min to create dispersion before being divided among the
test vessels.

Fish survival was recorded over the 14-day period, with
half of the replicates being removed at day 7 to assess growth
by dry weight analysis. Other replicates were maintained for
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an additional 7 days, after which the liver was dissected out
and the carcass was subjected to dry weight analysis. The
presence of unusual behavior or appearance was recorded
over the duration of the test, and dissolved oxygen, tem-
perature, pH, and conductivity were monitored to ensure
consistent water quality.

RNA Isolation from Fish Livers. Livers were isolated from
surviving fish at day 14, and processed in order of increasing
exposure concentration. Test vessels were placed into a water
bath (15 °C), wrapped in foil, and covered, to minimize stress.
The test vessels were emptied into a sieve, and the sieve
containing the fish was quickly put into MS222 solution in
an ice bath. After a few minutes, when the fish were immobile,
fish were dissected on a dissecting pan. Using a scalpel, the
head was cut off behind the gills, the belly was opened with
scissors, and the liver was removed. Livers were collected in
labeled cryovials, which were immediately immersed in liquid
nitrogen.

Five fish livers per treatment replicate were combined
before RNA isolation into a 1.5 mL safe-lock microcentrifuge
tube (Eppendorf, Canada), containing 1 mL of frozen TRIzol
reagent (Invitrogen, Canada) and a 3-mm-diameter tungsten-
carbide bead (Eppendorf, Canada). For any given sample,
the homogenization period consisted of 2 repetitions of 3
min at 20 Hz in a Retsch MM301 mixer mill (Retsch GmbH
Co., Germany). From the homogenates, total RNA was
isolated per manufacturer’s instructions for the use of TRIzol
reagent with the following modifications: After phase sepa-
ration, 1 µL of glycogen (Roche Diagnostics, Canada) was
added to each aqueous phase, before RNA was precipitated
with 500 µL of isopropanol (Sigma-Aldrich, Canada), and
incubated overnight at -80 °C. Samples were centrifuged
for 1 h at 12000g at 4 °C the following day to obtain a RNA
precipitate. Precipitates were gently dried and resuspended
in ultraclean DMQ (20 µL; Gibco, Canada), subjected to a 10
min incubation at 55 °C to facilitate resuspension, and stored
at -80 °C until further use. Total RNA concentrations were
determined using spectrophotometry, and RNA quality was
assessed by gel electrophoresis. If sufficient quantities of
intact RNA were identified, samples were selected for cDNA
synthesis and labeling.

cDNA Synthesis and Labeling. The microarray experi-
ments were designed to comply with MIAME guidelines. The
direct method experimental design was employed whereby
fish exposed to diesel were compared to control fish each
labeled with different cyanine fluors (Cy3 or Cy5) and
hybridized simultaneously on the same array. The experi-
mental design for the microarray experiment consisted of 3
biological replicate arrays with their corresponding dye flips
(total n ) 6) for each diesel treatment. Each biological
replicate represented the pooled RNA from 5 different
individual livers for both exposed and control fish.

Dye flips were performed to remove systematic bias due
to dye incorporation. Fabrication and details of the salmonid
cDNA microarrays utilized in this study are described
elsewhere (3). A complete description and list of spotted cDNA
probes on the arrays is available at http://web.uvic.ca/cbr/
grasp/array.html or at NCBI’s GEO repository under GEO
platform number GPL2716.

Fluorescently labeled cDNA for use in microarray screen-
ing was generated from total RNA using the SuperScript III
Indirect cDNA Labeling System (Invitrogen). Briefly, exactly
5 µg of total RNA was reverse transcribed with 2 µL of 25
µg/µL oligo(dT)20 primer and incubated at 46 °C for 3 h to
synthesize first-strand cDNA according to the manufacturer’s
instructions. The original RNA was hydrolyzed by addition
of 1 N NaOH, and the pH was neutralized subsequently by
1 N HCl and 3 M sodium acetate (pH 5.2). Amino-modified
first-strand cDNA was purified of unincorporated dNTPs and
hydrolyzed RNA using a S.N.A.P. Column Purification kit

(Invitrogen). Purified cDNA was precipitated with ethanol,
and redissolved in 2× coupling buffer and incubated for 2 h
at room temperature with their respective Cy3 and Cy5 fluoros
(Amersham Biosciences). Unreacted dye was removed from
the labeled cDNA sample by a second S.N.A.P. Column
procedure. Respective eluted sample pairs were pooled,
precipitated with ethanol overnight, and resuspended in 27
µL of nuclease free water. For each pooled sample, 1 µL was
removed to quantify the cDNA and dye incorporation using
a Nanodrop spectrometer (Nanodrop Technologies, Wilm-
ington, DE).

Array Hybridization and Quantification. Post processing
of arrays consisted of washing them twice in 0.2% SDS
solution for 5 min, then rinsing 5 times for 1 min in MilliQ
dH2O. Residual dH2O was removed by centrifugation at 514g
for 5 min. Arrays were prehybridized for 1.5 h at 49 °C in 5×
SSC, 0.1% SDS, 3% BSA solution. Prehybridization solution
was removed by 3 washes in MilliQ dH2O for 20 s and dried
by centrifugation.

A total of 60 uL of hybridization buffer consisting of 26
µL of labeled cDNA, 4 µL of LNA dT blocker (Genisphere),
25% formamide, 4× SSC, 0.5% SDS, and 2× Denhardt’s
solution was applied to each microarray, and placed in a
Corning hybridization chamber for 16 h at 49 °C. Coverslips
were removed and the slides were washed in 2× SSC, 0.2%
SDS at 49 °C, with subsequent washes at room temperature
as follows: twice for 5 min in 2× SSC, twice for 5 min in 1×
SSC, four times for 5 min in 0.1× SSC. The arrays were dried
by centrifugation and scanned immediately at 10 µm
resolution, using ScanArray Express (PerkinElmer, Wellesley,
MA).

Chemical Analysis of Diesel and Diesel-Spiked Lake
Water. A pure diesel sample was submitted to Cantest
(Burnaby, BC, Canada) and analyzed using their standard
operating procedures. Those are for volatile hydrocarbon
compounds and benzene, toluene, ethylbenzene, and xylene
(BTEX) U.S. EPA Methods 624/8240/8260, involving sparging
with a purge and trap apparatus and analysis by GC-MS, and
for polycyclic aromatic hydrocarbons (PAHs) and extractable
petroleum hydrocarbons (EPHs) by U.S. EPA Methods 625/
8270, involving extraction, cleanup steps, and analysis by
GC-MS. Light (C10-C19) and heavy (C19-C32) EPH fractions
(LEPH and HEPH, respectively) were then calculated from
EPHs by subtraction of PAHs. Results were reported on a
percentage by weight basis.

To provide additional information on diesel components
in spiked lake water, a set of mock test solutions was prepared
and treated similarly to those used for fish exposures. All six
loading rates and the control were sampled as initial solutions
before aeration and after 24 h. These samples were also
analyzed by Cantest for BTEX, PAHs, and LEPH/HEPH to
provide actual exposure concentrations.

Data Analysis. Dose–response curves were interpolated
from survival, growth, and gene expression results, including
survival percentages, growth by weight, and number of genes
altered (by an average of up- and downregulated genes).
Tests of normality and equality of variance were followed by
statistical testing accordingly (data transformation, signifi-
cance testing), using TOXCALC software (Tidepool Scientific
Software, McKinleyville, CA).

Quantified data from the microarrays were analyzed using
Genespring 7.3.1 software (Agilent Technologies Inc., Santa
Clara, CA) to detect gene expression changes in exposed trout
compared to nonexposed controls. Genes were filtered based
upon having a present value for at least 3 of 6 arrays for
individual exposure conditions. Remaining genes were only
retained if they were significantly differently expressed
between exposed versus control based upon having a t test
p value lesser or equal to 0.05, and were at least 1.5 fold or
greater up- or downregulated. A multiple testing correction
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was not employed in the statistical evaluation. The remaining
signature was analyzed by gene function using the Protein
Knowledgebase (http://beta.uniprot.org/uniprot) at the 40
mg/L exposure dose. Potential biomarkers were determined
by generating expression profiles which were flat for initial
diesel concentrations and significantly altered (greater than
1.5 fold in either direction with p < 0.05) at the 40 mg/L
concentration; genes with a 0.9 Pearson correlation to this
profile were retained.

Results and Discussion
Diesel Composition and Toxicity. The ULS Diesel No. 2, as
a “light” petroleum hydrocarbon mixture, contained primarily
short chain aliphatic hydrocarbons (69%) and lesser amounts
of longer chain components (22%), as well as minor
contributions of VH (5%), BTEX (0.3%), and PAHs (0.2%) on
a percentage by weight basis. Approximately 3.5% of the
constituents remained unidentified, but may have consisted
of alkylated PAHs and/or additives. Low molecular weight
(2–3 rings) PAHs (naphtalene and phenanthrene) were more
abundant than the heavy molecular weight PAHs (Table S1
in the Supporting Information). The nature of diesel con-
tributed to its rapid volatilization and breakdown in the test
(∼50% reductions in BTEX and naphthalene, and ∼30% in
VHs and PAHs over the course of 24 h; Table S2), as could
be expected upon release in the environment. Natural lighting
conditions and realistic contaminant exposure durations in
the context of recovery and remediation (14 days) were used.
Daily renewal represented further realism to spill events,
due to the nature of freshwater spills that often result from
land activities, whereby oil is repeatedly introduced into a
stream or lake for a period of time, facilitated by changes in
water levels, runoff, and other environmental conditions.
The diesel spike test thereby represented a relevant laboratory
simulation of a spill event in a freshwater environment.

The test indicated little effect of diesel on rainbow trout
health at dosese8 mg/L, as evidenced by no significant effects
on survival and growth rates, and only minor changes in
liver gene expression (i.e., a low number of unrelated genes;
Table 1). Diesel doses of 40 mg/L were associated with a
gradual increase in mortality over the duration of the test,
and a sharp increase in the number of genes and functional
groups of genes with altered expression. Exposures g200
mg/L of diesel resulted in 100% mortality of rainbow trout
fry (Table 1). Based upon dose–response curves interpolated
from data for individual end points, toxicity reference values
of 4-45 mg/L were determined (Table 2).

Primary Mechanism of Action Associated with Diesel
Toxicity. At the highest diesel dosage tested in the microarray
experiment (40 mg/L), 161 genes were significantly down-
regulated whereas 90 genes were upregulated (Table 1).

Although this represented only 1% of the total number of
genes on the array, alterations in the expression of function-
ally related genes reflected potential physiological conse-
quences of diesel exposure. The multiple functional gene
groups affected (Figure 1) were indicative of mechanisms of
toxicity that may affect fish in the short and longer term.

Mechanisms of diesel toxicity have not been investigated
in great detail, but fish mortality following spills has often
been attributed to the formation of a layer of oil (sheen) on
the water. Sheen limits the oxygen exchange between air
and water, and both sheen and dissolved constituents may
coat the gills of fish causing lesions on respiratory surfaces
affecting respiration (4). In the diesel spike test, observations
of fish remaining in the upper level of the water column,
swimming sideways, and widely opening their gills are
consistent with lack of oxygen. Measurements of dissolved
oxygen in test water showed (slightly) lower dissolved oxygen
concentrations (9.3 versus 9.8 mg/L on average in test water
versus control; Table S2). However, the microarray results
indicated the downregulation of the hemoglobin gene, which
encodes the protein part of the oxygen transporting molecule
in blood. If this in turn decreased the abundance of
hemoglobins, it would be a limiting factor in oxygen exchange.

In fish, the larval liver is involved in erythropoiesis, but
the kidney, and to a lesser extent the spleen, become the
primary hemoglobin producers in the adult. The decreased
hemoglobin transcription in exposed fish may therefore be
an indirect observation of effects taking place in the kidney.
If the extent of hemoglobin downregulation and consistency
of downregulation of multiple subunits (hemoglobin alpha,
beta, and epsilon chains) in the liver is reflective of the mRNA
and protein changes occurring elsewhere, diesel may affect
the circulatory oxygen transporting ability, and the associated
oxygen delivery to major organs. Additional observations of
the upregulation of haptoglobin, making the hemoglobin
accessible to degradative enzymes, and downregulation of
hemopexin and ferritin, binding heme for iron recovery,
would put further stress on oxygen homeostasis. This is
consistent with observations by Crider et al. that naphthalene
concentrations of 5 mg/L and above reduced circulatory
hemoglobin concentrations and oxygen uptake in the wa-

TABLE 1. Rainbow Trout Fry Survival, Growth, and Gene Expression Assessed upon Exposure to Diesel Doses Ranging from 0.3 to
1000 mg/La

survival (%) growth (mg/fish dry weight) gene expression (no. of genes altered g1.5-fold)

loading rate (mg/L) day 7 day 14 day 7 day 14 upregulated downregulated

controlb 100 ( 0 93 ( 12c 21.89 ( 3.28 32.35 ( 3.92 NA NA
0.3 100 ( 0 100 ( 0 25.49 ( 1.54 32.15 ( 0.65 11 17
1.5 100 ( 0 100 ( 0 25.67 ( 1.34 33.88 ( 3.76 20 19
8 97 ( 8 100 ( 0 23.41 ( 3.35 33.75 ( 2.88 28 32
40 93 ( 10 67 ( 31* 16.69 ( 5.48 27.31 ( 5.16 90 161
200 0 ( 0d* 0 ( 0* NA NA NA NA
1000 0 ( 0d* 0 ( 0* NA NA NA NA

a Survival and gene expression were significantly altered at the 40 mg/L diesel exposure dose and above. Growth was
not significantly affected in surviving fish. b Control consists of lake water. c One fish death not associated with diesel
exposure on Day 12. d Mortality of 100% within 3 days. NA ) Not applicable. * ) Significantly different from control at p e
0.05.

TABLE 2. Toxicity Reference Values, in the Form of 20 and
50% Effect Concentrations (EC20, EC50), Derived from Dose–
Response Curves for Survival, Growth, and Gene Expression in
Rainbow Trout Fry

EC20 (mg/L) EC50 (mg/L)

survival 26.7 44.8
growth >40.0 >40.0
gene expression 4.1 17.7
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terflea (Daphnia magna) within 24 h (5), but has not been
previously described in fish.

Diminished energy dedicated to oxygen homeostasis is
contradictory to what would be physiologically expected from
organisms in a low oxygen environment (6). Although this
could represent a stress response or secondary toxicity (e.g.,
cardiovascular toxicity), microarray results supported the
hypothesis that this may be a result of altered priorities in
the liver. A number of genes associated with normal metabolic
liver functions (i.e., the production of hemoglobins, protein
transporters, and structural proteins) were downregulated,
whereas liver products associated with adaptive responses
(immunity) and/or xenobiotic stresses (detoxification) were
elevated (Table S3). Others have documented previously that
the liver of naphthalene-exposed trout had decreased
capacity for exporting glucose, and covering energy demands
related to reproductive processes (7), and increased internal
use of energy associated with detoxification activities (8).
The liver may therefore divert its energy away from certain
functions to be able to attend to contaminant-related
processes.

Detoxification is a defense mechanism present in all
vertebrates that is rapidly induced upon exposure, to aid in
the elimination of toxicants, with the liver being the primary
organ for this activity. Increased detoxification activity in
diesel-exposed fish was supported by upregulated transcrip-
tion of typical phase I (cytochrome (CYP) P450 1A1 and 1B1,
9- and 12-fold upregulated, respectively) and phase II
(glutathione-S-transferases (GST), 2–3 fold higher) detoxi-
fication enzyme genes, and in measured ethoxy-resorufin-
O-deethylase (EROD) activity (9). These effects are attributed
to the minority of PAHs present in diesel (Table S1), consistent
with the upregulated transcription of the aryl hydrocarbon
receptor 2 (AhR2, 1.7-fold higher copy numbers). AhR2, the
functional counterpart of the mammalian AhR, binds PAHs
and subsequently mediates the upregulation of AhR-de-
pendent genes such as CYP and GST enzymes (10–12). The
higher abundance of electron carrier transcripts may also be
related to elevated detoxification activity. Detoxification
requires significantly higher oxygen consumption in order
to support the (phase I) oxygenation of contaminants (13),
which may represent an additional stress on fish in diesel-
contaminated waters. Second, the oxygenation reactions
associated with detoxification may produce reactive oxygen

species that may result in oxidative stress, damage of cell
structure, and eventually cell death (10).

The oxygen limitations resulting from (1) decreased
environmental oxygen availability in spill areas, (2) down-
regulation of hemoglobin transcription, and (3) increased
oxygen consumption during detoxification and possibly other
contaminant-related stresses, observed during the diesel
spike test and in microarray experiments, would lead to
anoxia in fish. With consistent behavioral observations and
the dose at which mortality gradually starts to occur and
changes in gene expression are taking place, it is likely that
physiologically induced anoxia is the primary mechanism of
mortality in fish exposed to diesel products.

Effects of Diesel on the Immune System. Diesel exposure
was accompanied by downregulation as well as upregulation
of genes associated with immunity. The majority of down-
regulated genes were components of the complement
cascade, serum components whose assembly and activation
facilitate inflammation, phagocytosis, and cell lysis. The
specific complement cascade components identified are part
of the classical complement pathway (including C7 and C2)
rather than the alternative pathway. In juvenile fish, the
complement system represents an important component of
immunity, awaiting lymphoid organ maturation and steadily
increasing from fertilization to hatch (14).

Immune system alterations may present a nonspecific
reaction from the immune system to direct contact and/or
ingestion of diesel components, poor general health of
exposed fish and an associated increased susceptibility to
bacteria/viruses, immunotoxic properties of diesel compo-
nents (PAHs), or stress associated with contaminant exposure
in general (15, 16). Our observations of such effects at the
molecular level underlie previously documented decreases
in fish immune responses upon exposure to diesel oil-
contaminated drilling muds (17), and the increased preva-
lence of external abnormalities, including lesions of gills,
skin, and fins caused by opportunistic infections, in fish
inhabiting PAH-contaminated sediments (18). Alteration in
immune system function, in either an upregulated or
downregulated manner, may disturb the delicate balance
under which the multiple immune system components are
employed and may affect fish health and survival over
prolonged exposure durations.

FIGURE 1. At the diesel exposure dose of 40 mg/L, a number of related genes showed altered expression. The following categories
were recognized to be represented among the genes (based on their function listed in the Protein Knowledge database): immunity,
protein metabolism (including modification and degradation), protein transport, detoxification, cell signaling, cell structure, endocrine
function, oxygen transport (including iron storage and recovery from heme), electron transport, metal and ion transport, and
replication, transcription, and translation. Large proportions of genes related to immunity and protein metabolism represented the
altered upregulated gene functions (A), whereas the primary functional group of downregulated genes was oxygen transport (B).
Note: Functional groups that contributed less than 5% to the total were grouped as miscellaneous. These included the following for
upregulated genes: cell signaling (3%), endocrine function (2%), oxygen transport (1%), and replication/transcription/translation (2%);
and for downregulated genes they included metal/ion transport (3%), cell structure (3%), detoxification (2%), endocrine function (1%),
and electron transport (1%).
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TABLE 3. Molecular Biomarkers Selected from Genes That Followed an Upregulated (A) or Downregulated (B) Threshold Dose
Response Curve Based upon the Knowledge That Diesel Adversely Affects Rainbow Trout Fry Survival and Gene Expression at the
40 mg/L Dose (These Genes May Represent Suitable Biomarkers of Diesel Toxicity in Environmental Monitoring Programs and
Risk Assessments)

(A) Upregulated genes following a threshold dose–response curve

diesel exposure dose (mg/L)

putative gene ID accession no. 0.3 1.5 8 40 P value
organism EST

derived

Cytochrome P450IA1 CB497960 3.28 2.59 2.53 8.61 0.003 O. mykiss
Sulfotransferase 6B1 CA042631 1.81 1.65 2.74 6.31 0.003 S. salar
Carbonyl reductase CA064229 1.53 1.95 1.91 4.03 0.003 S. salar
Thioredoxin CA041451 1.30 1.30 1.43 3.65 0.005 S. salar
Thioredoxin CB498297 1.15 1.43 1.62 3.52 0.008 O. mykiss
Glutathione S-transferase CB497579 1.53 1.57 1.83 2.76 0.002 O. mykiss
Complement factor H precursor CB497097 0.98 1.18 1.44 2.57 0.000 O. mykiss
Protein disulfide-isomerase A4 precursor CA064165 1.31 1.72 1.43 2.48 0.000 S. salar
Glutathione S-transferase CA057063 1.37 1.43 1.64 2.43 0.024 S. salar
Transaldolase CA063027 0.82 0.81 1.02 2.35 0.000 S. salar
Complement component C7–2 CA049855 0.79 0.63 1.13 2.32 0.017 S. salar
Intelectin 1a precursor CB496555 1.10 1.24 0.90 2.29 0.004 O. mykiss
Properdin CA053493 0.97 1.23 1.31 2.12 0.000 S. salar
CD209 antigen-like protein E CB496842 1.11 0.86 0.99 2.12 0.006 O. mykiss
Leukocyte cell-derived chemotaxin 2 precursor CX984314 0.94 1.23 1.16 2.10 0.003 S. salar
Nucleoside diphosphate kinase B CB497381 1.17 1.03 1.03 1.96 0.002 O. mykiss
Complement C1r subcomponent precursor CB510300 0.94 1.08 1.25 1.91 0.000 S. salar
Complement factor H precursor CA037616 1.07 1.15 1.38 1.87 0.001 S. salar
Eukaryotic translation initiation factor CA050996 1.04 1.07 1.22 1.85 0.018 S. salar
Cofilin, muscle isoform CA060055 0.88 0.75 1.07 1.84 0.004 S. salar
Aryl hydrocarbon receptor 2 gamma CB511953 1.01 1.28 1.09 1.74 0.006 S. salar
KIAA1279 protein CB496780 1.01 1.08 1.06 1.70 0.011 O. mykiss
Cytochrome c oxidase subunit IV CB505449 1.03 1.10 1.19 1.55 0.007 S. salar
40S ribosomal protein CB486904 0.81 0.99 0.82 1.54 0.001 O. mykiss
Endoplasmin precursor CA059329 0.78 0.98 1.04 1.53 0.022 S. salar
HSP 90-beta CA767842 1.12 1.00 1.12 1.49 0.020 S. salar

(B) Downregulated genes following a threshold dose–response curve

diesel exposure dose (mg/L)

putative gene ID accession no. 0.3 1.5 8 40 P value
organism EST

derived

DNA-directed RNA polymerases I, II, and III CB496981 0.89 0.78 0.97 0.47 0.001 O. mykiss
Hemoglobin epsilon-Y2 chain CB510387 0.80 0.74 0.90 0.46 0.000 S. salar
60S ribosomal protein L28 CA051001 0.77 0.75 0.93 0.47 0.020 S. salar
Apolipoprotein B CB497703 0.80 0.80 0.89 0.63 0.002 O. mykiss
Apolipoprotein B-100 precursor (n ) 5)a CB502972, CA043130,

CA042944, CK990689,
CB509797

0.71 0.91 2.34 8.41 0.008 S. salar

Cell division protein kinase 5 CA057215 0.71 0.76 0.69 0.46 0.015 S. salar
Coatomer epsilon subunit CB502159 0.83 0.71 0.76 0.45 0.005 S. salar
Felis catus myocyte specific enhancer factor CA058539 0.82 0.80 0.65 0.40 0.001 S. salar
Gastrotropin CB493070 1.11 0.95 0.90 0.65 0.002 O. mykiss
Glyceraldehyde-3-phosphate dehydrogenase CB498361 0.98 0.94 0.87 0.65 0.002 O. mykiss
Hemoglobin alpha chain CA064277 0.82 0.82 1.04 0.49 0.009 S. salar
Hemoglobin alpha chain (n ) 2)a CA049318,CA770045 0.88 0.71 0.97 0.40 0.004 S. salar
Hemoglobin alpha chain CA058603 0.80 0.74 0.82 0.47 0.003 S. salar
Hemoglobin alpha chain CA058361 0.83 0.83 1.05 0.42 0.001 S. salar
Hemoglobin beta-2 chain CK990563 0.63 0.98 0.75 0.32 0.000 S. salar
Hemoglobin beta-2 chain CK990457 0.81 0.76 0.94 0.38 0.001 S. salar
Hemoglobin beta-2 chain CB498665 0.76 0.86 0.92 0.58 0.003 O. mykiss
Hemoglobin beta-2 chain CB498416 0.82 0.81 1.10 0.41 0.000 O. mykiss
Hemoglobin beta-2 chain (n ) 2)a CB497723, CB494536 0.79 0.84 1.01 0.49 0.002 O. mykiss
Hemoglobin beta-2 chain (n ) 2)a CB498575, CB497309 0.80 0.82 1.06 0.45 0.003 O. mykiss
Hemoglobin beta-2 chain CB496604 0.82 0.81 1.05 0.46 0.000 O. mykiss
Hemoglobin epsilon-Y2 chain CA049313 0.87 0.73 0.89 0.48 0.008 S. salar
Hemoglobin epsilon-Y2 chain CB509758 0.82 0.82 1.03 0.47 0.002 S. salar
Hemoglobin epsilon-Y2 chain CB501013 0.74 0.72 0.88 0.45 0.000 S. salar
Hemopexin precursor (n ) 2)a CB509819, CA037805 1.03 0.94 0.82 0.53 0.045 S. salar
Histone H2A variant CB491527 1.10 1.17 1.00 0.62 0.003 O. mykiss
Homo sapiens ARP1 Actin-related protein

1 homologue B
CA051011 0.76 0.81 0.85 0.44 0.005 S. salar

Interalpha-inhibitor heavy chain 3 CA063392 0.87 0.78 0.77 0.54 0.008 S. salar
Interalpha-trypsin inhibitor heavy chain

H2 precursor
CB510131 0.98 0.88 0.87 0.61 0.007 S. salar

Liver carboxylesterase 22 precursor CB496876 0.76 0.87 0.70 0.44 0.001 O. mykiss
Liver carboxylesterase 22 precursor CA057214 0.81 0.78 0.70 0.44 0.000 S. salar
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Endocrine-Disrupting Properties of Diesel. Endocrine-
disrupting effects upon diesel exposure were observed in
the form of upregulated estrogen-dependent genes, and
downregulated testosterone-related and thyroid hormone-
dependent genes. The elevated expression of genes under
estrogenic regulation included zona pellucida sperm-binding
protein (or sperm receptor) and vitellogenin (or egg yolk
protein). Under natural conditions, these genes are not
expressed by fry, but are associated with fish in a reproductive
state (3-4 years of age in rainbow trout). Whereas ethyl-
benzenes or certain petroleum additives may exert estrogenic
properties, PAHs are well studied examples of components
able to induce estrogenic effects through the AhR. A number
of studies have documented crosstalk between the AhR and
estrogen receptor (ER) as a direct toxicity pathway (reviewed
in (19)). Alternatively, estrogenic effects can be caused by
upregulated cytochrome P450 enzymes, which play roles in
the biosynthesis of sex steroids (20). Testosterone 16-alpha
hydroxylase, on the other hand, was downregulated. This
cytochrome is primarily expressed in adult males where it
catalyzes the breakdown of testosterone. Testosterone,
androgens, and their regulatory enzymes have been known
to be inhibited by AhR-binding compounds (21) and linked
to permanent behavioral changes in mammals (22).

The decrease in a thyroid hormone dependent gene,
thyroid hormone inducible protein or SPOT14, may be due
to PAH interference with thyroid hormone physiology at the
circulatory or tissue level (23).

Implications for Risk Assessment. Diesel may represent
an acute toxicity risk to fish present in waters at the time of
a spill, during remediation, and during natural attenuation.
However, the subacute hazard that diesel may pose to the
health of wild fish populations lies in a gradual mortality
from anoxia, increased susceptibility to disease, and possibly,
endocrine disruption. In areas where fish and fisheries are
highly valued, including those inhabited by protected fish
species and fish-eating wildlife, and where subsistence
fisheries, recreational fishing, and aquaculture takes place,
an extra level of protection addressing long-term impacts
may be relevant within the context of a risk assessment.
Consistency among laboratory observations, survival rates,
and molecular changes suggest that molecular biomarkers
can provide such a protective action level.

Using trend analysis of microarray data, genes that
followed a threshold dose–response curve were selected as

biomarkers,srepresentative indicators of following effects
on survival. These genes included hemoglobin subunits,
apolipoproteins, prostaglandins, phase I and II detoxification
enzymes, and complement proteins (Table 3).The identified
gene suite may represent a sensitive screening tool in the
early detection of diesel exposure in fish in future studies
when a more rapid and cost-effective genomics tool would
be needed.

Genomic technologies may be applicable to many sce-
narios of environmental contamination affecting fish (24, 25),
as well as other species. Waterfleas (Daphnia magna),
nematodes, frogs (Rana spp.), and mallard ducks (Anas
platyrhynchos) represent some of the species with a growing
genomic toolbox and potential value to risk assessment
(26–29). The further development of genomics information
and tools, experimental verification of its outcomes, and their
validation under laboratory and field conditions in the near
future will greatly benefit risk assessments in aquatic habitat.
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TABLE 3. Continued

(B) Downregulated genes following a threshold dose–response curve

diesel exposure dose (mg/L)

putative gene ID accession no. 0.3 1.5 8 40 P value
organism EST

derived

Metalloproteinase inhibitor 2 precursor CB507385 0.97 0.88 0.90 0.62 0.016 S. salar
Microsomal glutathione S-transferase 3 CA061668 0.80 0.83 0.97 0.50 0.005 S. salar
Prostaglandin-H2 D-isomerase precursor CB497818 1.01 0.99 0.82 0.55 0.008 O. mykiss
Prostaglandin-H2 D-isomerase precursor CA038730 0.89 0.81 1.00 0.61 0.013 S. salar
Salmo salar prion protein CA059926 0.97 1.00 0.80 0.54 0.015 S. salar
Secreted phosphoprotein 24 precursor (n ) 2)a CB510628, CA037380 0.87 0.95 0.89 0.58 0.007 S. salar
Secreted phosphoprotein 24 precursor CB492943 0.94 0.92 0.84 0.60 0.006 O. mykiss
Selenoprotein Pa precursor CA040124 0.93 0.83 0.83 0.60 0.037 S. salar
Selenoprotein Pa precursor CA044104 0.86 0.90 0.85 0.59 0.003 S. salar
Serum albumin precursor CA038058 0.91 0.79 0.86 0.63 0.022 S. salar
Smac protein CA039356 0.90 1.06 0.74 0.47 0.000 S. salar
Transforming growth factor-beta-inducible

early growth response protein 2 CB516494 0.76 0.77 0.90 0.42 0.003 S. salar
Transposase CA037517 1.21 0.88 0.93 0.50 0.019 S. salar
Type IV antifreeze protein precursor (n ) 2)a CA044945, CK991076 0.89 0.88 1.00 0.66 0.035 S. salar
Ubiquitin carboxyl-terminal hydrolase isozyme L1 CA053740 0.73 0.74 0.92 0.47 0.003 S. salar
WD and tetratricopeptide repeats protein 1 CA043849 0.94 0.89 0.80 0.64 0.006 S. salar

a Number of duplicate elements to calculate the average normalized values.
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October 30, 2012 
 
Chris Winter 
Crag Law Center 
917 SW Oak Street, Suite 417  
Portland, OR 97205 
 
RE:  Ecological Impacts of Proposed Coal Shipping on the Columbia River 

Port of Morrow and Port Westward, Oregon 

 
Mr. Winter: 
 
 This technical memorandum provides Leyda Consulting, Inc.'s (LCI) expert ecological 
review of the proposed Coyote Island Terminal Dock and associated coal shipping operation 
involving rail and water routes (the Morrow Pacific Project or MPP).  The location of the 
investigation is the Port of Morrow near Boardman, OR, in Morrow County (T4N, R25E W.M.), 
with proposed barges shipping coal to Port Westward near Clatskanie, OR in Columbia County 
(T8N, R4W W.M.).     
 
 The current proposal is to construct facilities to ship up to 8 million metric tons (8,760,000 
short tons) of low-sulfur intermountain US coal to Asia.1  The applicant will then hire a barging 
company to move the coal along the Columbia River to Port Westward, and then the coal will be 
transloaded over the water by Pacific Transloading from enclosed river barges to ocean-going 
vessels operated by shipping companies commissioned by the buyer of the coal.2 
 
 The analysis in the Environmental Review Document (ERD) depends upon certain 
assumptions that, based on my opinion, are not certain enough to constrain a proper analysis of 
potential ecological impacts.  If the export terminal is constructed, there appears to be no 
enforceable condition that the coal shipped would be exclusively low-sulfur coal from the 
intermountain west, or that enclosed river barges and storage facilities would be used in 
perpetuity.  There also appears to be no limitations on the design of the coal export terminal, 
which could be amended in the future or changed subsequent to construction in the event of 
repair or other alternations.  There is no apparent information in the ERD that these assumptions 
would be imposed as enforceable conditions on the operation of the MPP by either state or 
federal regulatory agencies.       
 
 The applicant states that there is a demand for shipping intermountain west coal through US 
west coast ports to Asia, and that this proposal fills that demand.3  In Appendix J of the 

                                                 
1 Environmental Review for the Coyote Island Terminal Dock at the Port of Morrow.  Anderson Perry & Associates, 
Inc.  Updated August 2012.  Executive Summary, p. 1 
2 Environmental Review for the Coyote Island Terminal Dock at the Port of Morrow.  Anderson Perry & Associates, 
Inc.  Updated August 2012.  Executive Summary, p. 1, 2. 
3 Environmental Review for the Coyote Island Terminal Dock at the Port of Morrow.  Anderson Perry & Associates, 
Inc.  Updated August 2012. P. 1-3. 
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Environmental Review, a map of US coal producing regions is shown.4  The map clearly shows 
the presence of bituminous coal in the Uinta Basin of Utah and Colorado, and in central 
Montana, which is mapped as the same type of coal found in the Appalachian Mountains that 
may contain higher amounts of sulfur.  The Utah Department of Natural Resources estimates that 
the existing coal fields in Utah contain almost 15,000,000,000 short tons of recoverable 
resource5, and a large majority of that coal is moved by rail.6  Given the proximity and demand, 
it is reasonable to assume for this ecological review that any type of coal may be shipped from 
the proposed terminal, including the higher sulfur, higher mercury bituminous coal.  Studies 
pertaining to pollution stemming from sulfidic impurities in coal, such as acid drainage and 
dissolved metals, are therefore relevant to considering the potential impacts of MPP. 
 
 Based on the proposed location of the MPP, primary considerations for assessing impacts to 
ecological receptors includes the proximity of the Port of Morrow to the Umatilla National 
Wildlife Refuge and the presence of sensitive and/or protected areas at the Port of Morrow, Port 
of Westward and along the Columbia River shipping route.  Fish listed under the Endangered 
Species Act include steelhead (Oncorhynchus mykiss) (threatened), Chinook salmon (O. 

tshawytscha) (endangered and threatened), chum salmon (O. keta) (threatened), coho salmon (O. 

kisutch) (threatened), sockeye salmon (O. nerka) (endangered), bull trout (Salvelinus 

confluentus) (threatened), green sturgeon (Acipenser medirostris) (threatened), eulachon 
(Thaleichthys pacificus) (threatened).  Critical habitat for salmon species occurs in the area.   
 
 
I.  Fugitive Coal Dust Impacts 

 
 A. Dust Impacts from Rail Transportation of Coal 

 This review of the available literature demonstrates the potential for coal dust to cause 
adverse impacts to a wide range of ecological receptors, including mammals, fish and benthic 
communities.  The ERD assumes that the operations at the MPP will not result in substantial 
emissions of coal dust, however those assumptions have not been supported by adequate 
information.   
 
 The proposed shipping operation will generate coal dust at various points and the potential 
exists for a discharge of the coal dust to land and water along the rail and river routes.  
According to the ERD, the coal trains will require 4.8 hours to unload, but will likely be split to 
avoid blocking traffic and then require 12 hours to unload.7  The applicant also mentions that 

                                                 
4 Environmental Review for the Coyote Island Terminal Dock at the Port of Morrow.  Anderson Perry & Associates, 
Inc.  Updated August 2012.  Appendix J - Coal Toxicology Report, p. 6. 
5 Utah Department of Natural Resources, Utah Coal Reserves by Coal Field, 2011 (October 3, 2012) (available at 
http://geology.utah.gov/emp/energydata/statistics/coal2.0/pdf/T2.3%20&%20T2.1.pdf).   
6 Utah Department of Natural Resources, Distribution of Utah Coal be Method of Transportation, 1970-2010 
(December 14, 2011) (available at 
http://geology.utah.gov/emp/energydata/statistics/coal2.0/pdf/T2.14%20&%20F2.5.pdf).   
7 Environmental Review for the Coyote Island Terminal Dock at the Port of Morrow.  Anderson Perry & Associates, 
Inc.  Updated August 2012. P. 2-11. 
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"prior to shipping, the coal will be coated with an approved surfactant to reduce transit coal dust 
losses by 85%."8   
 
 In Appendix U of the ERD, the applicant states that the rail cars may be treated with a 
product that reduces coal dust discharge during transit.9  The shipper is responsible for treating 
the loaded cars to reduce dust 85% compared to untreated cars.  According to this UP [Union 
Pacific] loading tariff, the topper application applies only to Powder River Basin mines, not to all 
coal shipments bound for the proposed terminal, nor to any other coal mined in the 
"intermountain west," and only those "for subsequent movement on UP."  So, there is the 
potential for any coal mined anywhere else besides the Powder River Basin to escape treatment 
of any kind, as well as coal shipped on any other line aside from UP.   
 
 The same document also says there are alternatives to using the topper agent:  "shipper or 
shipper's loading operator may adopt an alternative coal dust mitigation plan involving other 
measures (e.g. compaction or other technology)" and that BNSF will review test results for those 
measures, and be satisfied that "any product involving topper agents, devices or appurtenances 
utilized to control the release of coal dust will not adversely impact railroad employees, property, 
locomotives, or owned cars."   
 
 The original statement in the Environmental Review that "prior to shipping, the coal will be 
coated with an approved surfactant to reduce transit coal dust losses by 85%,"10 is not accurate.  
Other measures approved by BNSF may be used, such as "compaction or other technology."  
Additionally, no oversight by any government agency or independent authority will monitor any 
dust control measures or alternatives.  The dust control measures are merely voluntary and 
nothing in this application indicates any dust control measures during rail transport beyond this 
treatment, so there is no guarantee of any dust control measure being applied.  Prevention of 
harm to the ecosystem is not a criterion of coal dust release.  Essentially, UP or BNSF makes the 
final decision as to whether coal dust reduction is adequate, which does not contain any measures 
guaranteeing compliance, and could likely result in excessive coal dust discharge into the 
ecosystem.  The assumption that these control measures will be effective is therefore 
unsupported because there is not a clear plan for how coal will be handled and managed.   
 
 Most importantly, the Appendix U document, titled "Item 216," essentially states that no coal 
dust mitigation measures are required at all:  "in order to comply with the BNSF Operating Rule, 
regarding coal dust mitigation measures, Shippers must adopt measures to comply with this Item 
as soon as practicable."  That means that if implementing measures are not "practicable," they 
don't have to occur.  It could be decades before the companies making this agreement decide it is 
"practicable."  Based on the applicant's coal dust mitigation agreement, it is clear that the rail 
cars do not have to be treated to begin shipping coal, and there is no clear indication of how 
much time may pass after the proposed shipments begin before they are treated.  Therefore, 
                                                 
8 Environmental Review for the Coyote Island Terminal Dock at the Port of Morrow.  Anderson Perry & Associates, 
Inc.  Updated August 2012. P. 3-4. 
9 Environmental Review for the Coyote Island Terminal Dock at the Port of Morrow.  Anderson Perry & Associates, 
Inc.  Updated August 2012. Appendix U - Required Loading Measures, UP6603-C, Item 216 Required Loading 
Measures to Mitigate Coal Dust. 
10 Environmental Review for the Coyote Island Terminal Dock at the Port of Morrow.  Anderson Perry & 
Associates, Inc.  Updated August 2012. P. 3-4. 
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ecological impacts from coal dust should be considered as if no topping agent or mitigation 
measures will occur.  
 
 The following photographs11 show how Powder River Basin coal fragments in just a few 
days under normal indoor conditions: 

 
 
 PRB coal is highly friable, that is, prone to breaking apart.12  It is likely that coal will crack 
apart during transport from the mine to the proposed shipping terminal, and thus produce more 

                                                 
11 Hossfeld, R.J. and R. Hatt.  PRB Coal Degradation - Causes and Cures.  Private company research accessed 
online at http://www.prbcoals.com/pdf/paper_archives/56538.pdf on 10/18/12. 
12 Hossfeld, R.J. and R. Hatt.  PRB Coal Degradation - Causes and Cures.  Private company research accessed 
online at http://www.prbcoals.com/pdf/paper_archives/56538.pdf on 10/18/12. 
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coal dust in transport than the intact chunks.  If the topping agent treatment actually occurs, and 
if it covers the top part of the coal in the rail car, then if/when the coal cracks during transport, 
the new surfaces will not be treated and could produce large amounts of coal dust along the way.  
The photographs above show PRB coal in an indoor setting - outdoor transportation through dry, 
windy corridors could accelerate the dusting process.  At the Port of Morrow, 29,000 tons of 
dusty, cracked coal would be sitting in rail cars waiting for transfer to barges at the proposed 
export terminal. 
 
 The air quality application shows that particulate matter will be released from the Engart dust 
extractors at the rail car unloading station.13  Appendix E - Vendor Information - Scrubbers page 
2 of 3, Table 1 states, "Particulate Matter Emissions - lbs/hr - 0.13."  Form AQ230, page 2 of the 
application says the operation schedule is year-round, projected for 8,760 hours per year.  That 
means the Engart dust extractor will release approximately 1,139 pounds of coal dust per year.   
 
 In an expert report authored by Dr. Phyllis Fox, revised fugitive dust particulate matter 
emissions are presented.  Dr. Fox calculates emissions from transfers to be approximately 139 
tons/year at the Port of Morrow, which is likely to significantly underestimate the total 
emissions.  Moreover, Dr. Fox finds the emission estimates at Port Westward to be wholly 
unsupportable.  These coal dust emissions, and other emissions from moving the coal, need to be 
closely examined for ecological effects. 
 
 B.  Harmful Pollutants in Coal and Coal Dust 

 The applicant states that coal dust is a non-carcinogen, and that "coal dust itself does not 
require any special consideration in the air quality assessment other than it is a source of 
particulate matter."14  Fugitive coal dust air emissions of antimony, arsenic, beryllium, cadmium, 
chromium, cobalt, lead, manganese, mercury, nickel, selenium, and uranium combined are 
estimated by the applicant at 0.00000666 tons per year (0.01332 pounds = 0.213 oz. = 6.04g).15  
Coal contains elements mentioned by the applicant, and also tin (Sn), boron (B), vanadium (Va), 
copper (Cu), molybdenum (Mo), and zinc (Zn),16 among others. 
 
 The actual emissions of trace elements could be much greater than 6.04g given the estimated 
163 tons of coal dust emissions per year.  Table 1 presents the potential contents of some trace 
elements in three types of US coals.17  An estimate of the potential weight of the trace elements 
in 163 tons of coal dust is included in the far right column, based on the Powder River column.  
The Wasatch Formation is part of the Powder River Basin.  The contents of trace elements can 
vary among different types of coal.  

                                                 
13 Air Contaminant Discharge Permit Application.  Coyote Island Terminal, LLC.  Received August 3, 2012.  
Golder & Associates, July 26, 2012. 
14 Environmental Review for the Coyote Island Terminal Dock at the Port of Morrow.  Anderson Perry & 
Associates, Inc.  Updated August 2012. P. 3-130. 
15 Environmental Review for the Coyote Island Terminal Dock at the Port of Morrow.  Anderson Perry & 
Associates, Inc.  Updated August 2012. P. 3-141. 
16 Lucas, S.A, and J. Planner.  Grounded or submerged bulk carrier:  The potential for leaching of coal trace 
elements to seawater.  Marine Pollution Bulletin 64 (2012) 1012-1017. 
17 Lindahl, P.C. and R.B. Finkelman.  Factors Influencing Trace Element Variations in US Coals in Overview of 
Mineral Matter in US Coals.  Argonne National Laboratory.  Accessed online at 
http://web.anl.gov/PCS/acsfuel/preprint%20archive/Files/Volumes/Vol29-4.pdf  
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Table 1.  Concentrations of Selected Elements in Coal Samples from Black Mesa, Powder River, 
and San Juan Regions.18 
Component Black Mesa Powder River San Juan  ~Amount in 163 tons PRB 
 Percent Percent Percent  Tons (pounds) 
Ash 8.0 9.9 21.1  16 
Silicon, Si 1.1 1.5 5.4  2.4 
Aluminum, Al 0.69 0.78 2.7  1.3 
Calcium, Ca 0.78 1.1 0.67  1.8 
Magnesium, Mg 0.1 0.2 0.1  0.3 (600) 
Sodium, Na 0.09 0.1 0.2  0.2 (400) 
Potassium, K 0.04 0.05 0.16  0.08 (160) 
Iron, Fe 0.31 0.54 0.54  0.9 (1,800) 
Titanium, Ti 0.05 0.047 0.11  0.08 (160) 
      
 ppm ppm ppm   
Copper, Cu 5.5 11.2 13.3  0.0018 (3.6) 
Thorium, Th 2.2 4.3 5.9  0.0007 (1.4) 
Zinc, Zn 5.6 20 15.1  0.0033 (6.5) 
Chromium, Cr 3 7 5  0.0011 (2.3) 
Nickel, Ni 2 5 3  0.0008 (1.6) 
Vanadium, V 7 15 20  0.0024 (4.9) 
Manganese, Mn 9.7 51 29  0.0083 (16.6) 
Lithium, Li 3.9 5.9 19.7  0.001 (1.9) 
Lead, Pb 2.7 5.6 19.7  0.0009 (1.8) 
Selenium, Se 1.6 1.7 2  0.0003 (0.6) 
Boron, B 300 300 300  0.049 (97.8) 
Strontium, Sr 150 200 100  0.033 (65.2) 
Niobium, Nb 1.5 1.5 3  0.0002 (0.5) 
Zirconium, Zr 15 15 50  0.002 (4.9) 
      
  PRB Wasatch 

Formation 
   

Cadmium, Cd  0.06   0.00001 (0.02) 
Uranium, U  1.2   0.0002 (0.4) 
Arsenic, As  0.8   0.0001 (0.3) 
Fluorine, F  67   0.011 (21.8) 
Barium, Ba  70   0.011 (22.8) 
Cobalt, Co  1.5   0.0002 (0.5) 
Molybdenum, Mo  0.7   0.0001 (0.2) 
Scandium, Sc  3   0.0005 (1.0) 
Yttrium, Y  7   0.0011 (2.3) 
                                                 
18 Lindahl, P.C. and R.B. Finkelman.  Factors Influencing Trace Element Variations in US Coals in Overview of 
Mineral Matter in US Coals.  Argonne National Laboratory.  Accessed online at 
http://web.anl.gov/PCS/acsfuel/preprint%20archive/Files/Volumes/Vol29-4.pdf on 10/12/12. 
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 Coal dust is implicated in causing health problems in humans because of its unique 
properties, which suggests that it may also harm other organisms in the ecosystem.  In humans, 
"recent investigation of coal workers’ pneumoconiosis (also known as black lung disease) 
suggests that finely disseminated pyrite grains within coal dust may be responsible for the 
inflammation of lung tissue that leads to development of lung fibrosis (Finkelman et al. 2006).  
Possible human health issues may also arise from inhalation of airborne “environmental” 
particulate coal owing to the fact that: (1) it can occur in size fractions (e.g., PM2.5; <2.5 µm) 
that are potentially hazardous (Zheng et al. 1999); and (2) because it may be enriched in pyrite 
and/or toxic trace elements such as As, Hg, Se, Cd, and Cr (Eskenazy 1995; Smith et al. 1998; 
Querol et al. 1999; Finkelman et al. 2006)."19  [author cites Finkelman et al. 2006, Geotimes, 51, 
24–28;  Zheng et al. 1999, International Journal of Coal Geology, 40, 119–132;  Eskenazy 1995, 
Chemical Geology, 119, 239–254;  Smith et al. 1998, Advances in Agronomy, 64, 149–195;  
Querol et al. 1999, International Journal of Coal Geology, 40, 175–188]. 
 
 In addition, "many of the coal components are mutagenic and carcinogenic (da Silva et al., 
2000a); for instance, quartz could be a prominent risk factor for lung cancer in coal miners 
(Borm and Tran, 2002), and the International Agency for Research on Cancer (IARC) classified 
it into IARC's Group 1 (carcinogenic to humans), due to sufficient evidence for carcinogenicity 
in experimental animals and in humans (IARC, 2010).  Heavy metals such as arsenic, cadmium, 
as well as polycyclic aromatic hydrocarbons (PAHs), present in coal, are also well recognized 
carcinogens (da Silva et al., 2000a, 2000b).  Coal dust extracts have also been reported to be 
cytotoxic and mutagenic in mammalian systems (Ulker et al., 2008).  Oxidative DNA damage 
was observed to be significantly higher in lymphocytes of retired coal miners than in controls 
(Shins et al., 1995).  There was an increase in the frequencies of sister chromatid exchanges, 
chromosomal aberrations, and micronucleus in underground coal miners, indicating the genetic 
damage due to coal dust exposure (Donbak et al., 2005)."20 [author cites Borm and Tran, 2002, 
Ann Occup Hyg, 46:25–32;  IARC, A review of human carcinogens. Monographs on the 

evaluation of the carcinogenic risk of chemicals to humans Genova: IARC Pres, 2010;  da Silva 
et al., 2000a, Mutat Res 470:39–51;  da Silva et al., 2000b, Environ Mol Mutagen 35:270–8;  
Ulker et al., 2008, Environ Mol Mutagen 2008;49:232–7;  Shins et al., 1995, Int Arch Occup 

Environ Health 67:153–7;  Donbak et al., 2005, Mutat Res 2005;588:82–7].   
 
 "Moreover, airborne coal particles as well as coal tailings are rich in potentially toxic 
hydrocarbons and genotoxic metals, among other contaminants (Celik et al., 2007), that 
ultimately may lead to profound changes in cells, tissues, populations, and ecosystems (Leffa et 

al., 2010)."21  [author cites Celik et al., 2007, Mutat Res 627:158–63;  Leffa et al., 2010, Environ 

Contam Toxicol 59:614–21].  Moving coal results in discharges of these contaminants in 

                                                 
19 Bounds, W.J. and K.H. Johannesson.  Arsenic Addition to Soils from Airborne Coal Dust Originating at a Major 
Coal Shipping Terminal.  Water Air Soil Pollut. (2007) 185:195–207. 
20 Cabarcas-Montalvo, M. et al.  Genotoxic effects in blood cells of Mus musculus and Iguana iguana living near 
coal mining areas in Colombia.  Science of the Total Environment 416 (2012) 208–214. 
21 Cabarcas-Montalvo, M. et al.  Genotoxic effects in blood cells of Mus musculus and Iguana iguana living near 
coal mining areas in Colombia.  Science of the Total Environment 416 (2012) 208–214. 
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particulate matter along transport routes such as roadways, and "elevated levels of particulate 
matter have been associated with significant negative effects on human health."22  
 
 Arsenic in coal is an element of "major concern."23  Coal dust was studied at a coal shipping 
terminal in Norfolk, Virginia to assess potential ecological effects of the 35 tons of particulate 
coal released into the air during the year 2000.24  "Black, gritty veneers of what appears to be 
particulate coal coating objects (e.g., automobiles, window sills, plants, etc.) are common in both 
Norfolk and Portsmouth, Virginia, and anecdotal accounts suggest that such veneers are more 
prevalent in the West Ghent neighborhood of Norfolk, proximal to the Lambert’s Point Docks. 
These thin coatings of probable coal dust suggest that airborne transport of coal dust from the 
Lambert’s Point Docks is prevalent in the region."25 
 
 The researchers in the Norfolk study sampled soil 4 cm below the soil down to 32 cm.26  
They found particulate coal in the samples varying from 1 - 20% of the sample by weight; the 
highest sample was found less than one kilometer away, and a sample 5.5 km away had a value 
of 3.4% coal by weight.  The Great Dismal Swamp, approximately 25 miles away, was also 
sampled in two places, and coal dust was found at all depths from 4 - 32 cm, ranging from 1.0 - 
2.02% by weight.  In the Norfolk soil samples, arsenic (As) concentrations from sand-sized coal 
particles were as high as 17.4 mg/kg, with an average of 7.3 mg/kg.  In the whole soil sample, 
"arsenic concentrations for the total (i.e., bulk) soil digests (silicate minerals, metal oxides, 
amorphous phases, organic matter, and particulate coal), performed on aliquots from 8 cm depth 
for each soil core, ranged from a high of 30.5 mg/kg to a low of 3.0 mg/kg, with a mean As value 
of 13.3 mg/kg."27 
 
 In Colombia, mice and iguanas captured near coal mines had significantly more DNA 
damage than control organisms far from coal mines.28  The coal dust from the mines may have 
been instrumental in damaging the organisms, and the author remarked, "water droplets can 
capture coal dust, and this is an efficient method to decrease respirable coal dust."  "Given the 
strong rainy season that took place in late 2010 and early 2011 in Colombia, the concentrations 
of genotoxic compounds could have decreased as a result of heavy precipitations."29  Given the 
ability of coal dust to migrate from coal shipping terminals as demonstrated in the Norfolk study, 

                                                 
22 Aneja, V, et al.  Characterization of particulate matter (PM10) related to surface coal mining operations in 
Appalachia.  Atmospheric Environment 54 (2012) 496-501. 
23 Lucas, S.A, and J. Planner.  Grounded or submerged bulk carrier:  The potential for leaching of coal trace 
elements to seawater.  Marine Pollution Bulletin 64 (2012) 1012-1017. 
24 Bounds, W.J. and K.H. Johannesson.  Arsenic Addition to Soils from Airborne Coal Dust Originating at a Major 
Coal Shipping Terminal.  Water Air Soil Pollut. (2007) 185:195–207. 
25 Bounds, W.J. and K.H. Johannesson.  Arsenic Addition to Soils from Airborne Coal Dust Originating at a Major 
Coal Shipping Terminal.  Water Air Soil Pollut. (2007) 185:195–207. 
26 Bounds, W.J. and K.H. Johannesson.  Arsenic Addition to Soils from Airborne Coal Dust Originating at a Major 
Coal Shipping Terminal.  Water Air Soil Pollut. (2007) 185:195–207. 
27 Bounds, W.J. and K.H. Johannesson.  Arsenic Addition to Soils from Airborne Coal Dust Originating at a Major 
Coal Shipping Terminal.  Water Air Soil Pollut. (2007) 185:195–207. 
28 Cabarcas-Montalvo, M. et al.  Genotoxic effects in blood cells of Mus musculus and Iguana iguana living near 
coal mining areas in Colombia.  Science of the Total Environment 416 (2012) 208–214. 
29 Cabarcas-Montalvo, M. et al.  Genotoxic effects in blood cells of Mus musculus and Iguana iguana living near 
coal mining areas in Colombia.  Science of the Total Environment 416 (2012) 208–214. 
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the genotoxic effects of coal can be a serious threat to mammals and reptiles on a landscape 
scale, as the Colombian study demonstrates. 
 
 A study of wild rats (Rattus rattus) and mice (Mus musculus) found DNA damage in the 
specimens trapped near a coal mine and processing plant that prepares coal for transport by 
crushing it.  Coal dust was implicated as the likely cause of this damage:  "the rodent species 
investigated in the mining area are subject to exposure due to different mining activities, 
specifically, stripping and crushing of coal.  The first activity includes the extraction of rocks and 
transportation to the crushing machines.  During the crushing procedure, coal is processed into 
small particles in order to enable transportation.  These activities are liberating great quantities of 
fugitive particles into the environment which contain ashes including PAHs and toxic gases [4].  
During the crushing process of the coal large quantities of coal dust particles can be spread into 
the surrounding environment and they are deposited on the surfaces of the plants or in river beds.  
Results similar to ours were obtained in a biomonitoring study conducted in a carboniferous 
areas using wild rodent species Ctenomys torquatus [12]."30 [author cites (4) Carbones del 
Caribe S.A., Plan de Manejo Ambiental, Flanco Occidental del Sinclinal del R´ıo San Pedro 
M´odulo D (Wenceslao), Departamento de Planeaci´on, 1996;  (12) Da Silva, J, et al. Environ. 

Mol. Mutagen. 35 (2000) 270–278]. 
 
 Coal, when deposited in water, can be harmful to aquatic organisms, as one study at the 
Roberts Bank, BC, Canada coal terminal addresses.  "The benthos, composed of organisms 
dwelling on the sea bottom and in sediments are the most greatly affected due to the disturbance 
of the bottom caused by deposition of coal particles.  Anoxic conditions, evident from the 
presence of hydrogen sulphide, in the sediments receiving very high levels of organic input 
(including coal), caused by the consumption of oxygen during the degradation (oxidation) of 
organic matter, would likely have the most detrimental impact on the benthic florae and faunae.  
The ecological contribution of bottom microinvertebrates is very significant, as larvae from 
clams, mussels, barnacles, and crabs drift out to sea and constitute a substantial proportion of the 
seasonal food for juvenile salmonids and herring.  Damage to the benthos therefore has serious 
implications for both the mature invertebrate populations as well as those creatures that predate 
upon the benthic larvae."31  A similar effect could occur at the proposed Columbia River 
terminals if coal dust settles on the river bottom, and could potentially affect juvenile salmonid 
benthic food sources in the Umatilla National Wildlife Refuge, which extends into the Columbia 
River near the proposed Port of Morrow terminal. 
 
 Coal can accumulate in sediments around coal terminals over time, even in moving water 
such as an estuary with river and tidal currents.  Shown below is a map of soil percent coal dust 
concentrations, which accrued from 1977-1999 at the Roberts Bank coal terminal.  "NHS" in the 
map caption stands for "non-hydrolysable solids," a part of the coal that can be measured in the 

                                                 
30 Leon, G, et al.  Genotoxic effects in wild rodents (Rattus rattus and Mus musculus) in an open coal mining area.  
Mutation Research 630 (2007) 42-49. 
31 Johnson, R. and R.M. Bustin.  Coal dust dispersal around a marine coal terminal (1977-1999), British Columbia:  
The fate of coal dust in the marine environment.  International Journal of Coal Geology 68 (2006) 57–69. 
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lab.  NHS values, which give an indication of the coal content in marine sediments, are less than 
the total coal, which includes hydrolysable solids (organic content).32 

  
 
 Coal dust from shipping terminals in other countries also raise environmental concerns.  In 
South Africa, "despite the adoption of several dust abatement mechanisms such as water sprays 
and wind breaks, the coal operations, which involve shunting, stockpiles, conveyer belts and ship 
loading, create dust which is a problem in the harbour and surrounding areas, not only on 
wetland species, but also on other plant communities in the vicinity, as well as on human 

                                                 
32 Johnson, R. and R.M. Bustin.  Coal dust dispersal around a marine coal terminal (1977-1999), British Columbia:  
The fate of coal dust in the marine environment.  International Journal of Coal Geology 68 (2006) 57–69. 
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health."33  Wetland trees contaminated with coal dust 3 km from the coal terminal were found to 
have reduced CO2 exchange (32-39%), transpiration (28% less), and photosynthetic activity.34   
 
 Conclusions.  The Environmental Review Document does not adequately address the 
potential for fugitive dust from coal cars, emissions from dust control systems, and covered 
conveyor systems, or the estimated mass of coal dust that will be emitted each year.  The effects 
of the discharge of 163 tons of coal dust annually as identified in the Fox report should be 
addressed.  The Norfolk study found coal dust and arsenic in soils many kilometers away, 
stemming from a coal terminal authorized to release 35 tons of coal dust per year.  The Roberts 
Bank study shows up to 10% coal particles in the aquatic sediment near the terminal.  These 
impacts should be addressed for the Columbia River and Umatilla National Wildlife Refuge. 
 
 The cracking of coal and the effect of the topper agent should be discussed and the wind 
emissions from the rail cars estimated.  Long-term deposition of coal dust has been documented 
at other coal shipping terminals, and an estimate should be included in the ERD.  An analysis of 
trace elements, such as arsenic and heavy metals, should be multiplied by the mass of coal 
discharged and presented for review.  The potential effects of coal dust on wildlife should also be 
discussed for the long-term.   
 
 Emissions from an accidental explosion should also be presented.  The ERD should include a 
discussion of dust emissions in transit when no topper is applied, and provide more durable and 
government enforceable assurances that 1) only Powder River Basin coal will ever be shipped 
through the terminal for the life of the terminal, and 2) that all shipments will receive dust 
mitigation measures absolutely.  A coal dust monitoring plan should also be presented for all 
phases of the shipping operation, and local vegetation should also be monitored for coal dust.  
Any contingency plans should include shutting down the terminal to prevent environmental 
contamination.   
 
 
II.  Process Water Impacts 

 
 Industrial water will be recycled through concrete sump basins, clarifiers with flocculants, 
and to a filter press that will separate the coal from the water, deposit the coal on to the 
conveyor, and send the water back through the sprayer system.  The system is intended to deliver 
a 21,000 gallon wash-down of the coal buildings once per week.  The water is to be contained in 
sumps, and is proposed for re-use after treatment with the clarifier. 35   
 
 Despite the assurance of a self-contained system with no leaching, the applicant says that an 
Oregon DEQ Water Pollution Control Facility Permit for an "industrial wastewater discharge 
(coal dust abatement)" "pertains to the MPP," as does an Oregon 1200-Z stormwater permit, and 

                                                 
33 Naidoo, G. and Y. Naidoo.  Coal dust pollution effects on wetland tree species in Richards Bay, South Africa.  
Wetlands Ecology and Management (2005) 13: 509–515. 
34 Naidoo, G. and Y. Naidoo.  Coal dust pollution effects on wetland tree species in Richards Bay, South Africa.  
Wetlands Ecology and Management (2005) 13: 509–515. 
35 Environmental Review for the Coyote Island Terminal Dock at the Port of Morrow.  Anderson Perry & 
Associates, Inc.  Updated August 2012. P. 3-193-194. 
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a Removal/Fill permit.36  Because the applicant intends to apply for a permit to discharge coal 
dust abatement water, it is clear that the system will not be self-contained, and that the risk of a 
discharge exists.  In other words, if there was no discharge, they would not need a permit.  So it 
makes sense to examine the potential ecological impacts of coal dust wash water to the 
environment.   
 
 Considering that the applicant considers emitting approximately 1,139 pounds of coal dust 
from the rail car unloader portion of the dust control system alone to be "less than significant air 
quality impacts,"37 and did not mention the dust system discharge, and that the applicant 
underestimated emitting approximately 163 tons of coal dust annually, it is possible that the 
actual discharges of process water requiring this industrial wastewater discharge permit are 
similarly understated.  In stormwater systems there are generally emergency overflows built in, 
and it is possible that the actual process water system will have some emergency overflow, or 
that it will leach into the ground via the sumps (hence the permit requirement). 
 
 More details about the locations and management of the 21,000 gallons of wash water should 
be examined as well.  Failsafe mechanisms such as freezing protection, breakdown and repair 
protocols, and routine maintenance shut-downs should be evaluated, because if the system is not 
operating then process water could be released.   
 
 If a discharge of the coal-laden process water occurred, the effects could be similar to the 
effects of the stormwater drainages expected from the runoff produced from the 29,000 tons38 of 
coal exposed to the elements in the rail cars.  Some potential effects of coal-affected water 
infiltrating are discussed in the Stormwater section elsewhere in this document. 
 
 Conclusions.  The specifics of how the facility will handle process water to avoid discharge 
should be presented, and any potential discharges should be assessed for contribution of coal 
dust slurry to the environment.  Contingency plans for system breakdowns or regular 
maintenance should also be assessed.  Effects of discharge to groundwater should be discussed, 
including likely movement through soils and soil composition and risk assessment. 
 
 
III.  Impacts to Fisheries 

 
 The proposed Port of Morrow terminal dock is adjacent to the Umatilla National Wildlife 
Refuge, which extends into the Columbia River.39  The 4-5 tugs required for the operation will 
consume 2,500 - 4,000 gallons of diesel fuel per day, and will be re-fueled every five to seven 

                                                 
36 Environmental Review for the Coyote Island Terminal Dock at the Port of Morrow.  Anderson Perry & 
Associates, Inc.  Updated August 2012. P. 3-187-188.  
37 Environmental Review for the Coyote Island Terminal Dock at the Port of Morrow.  Anderson Perry & 
Associates, Inc.  Updated August 2012. P. 3-147. 
38 The tracks can accommodate up to two unit trains; each train will carry approximately 14,500 short tons (1 short 
ton = 2,000 lbs.) of coal, for a maximum total of 29,000 tons in two trains.  Environmental Review for the Coyote 
Island Terminal Dock at the Port of Morrow.  Anderson Perry & Associates, Inc.  Updated August 2012. P. 2-11. 
39 Environmental Review for the Coyote Island Terminal Dock at the Port of Morrow.  Anderson Perry & 
Associates, Inc.  Updated August 2012.  Port of Morrow Zoning Map, Fig. 3.3-2. 
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days, and operate 24 hours per day.40  The ocean-going vessels (OGVs) will consume 50 tons of 
fuel per day at sea and 5 - 7 tons while in port.41  The transloader at Port Westward may 
incorporate diesel storage tanks and a vacuum system for collection of spilled coal.42  The 
presence and operation of vehicles requiring liquid petroleum in such large quantities presents a 
chance that fuel could be spilled into the water, or that residual fuel from routine operations 
could be discharged into the river.  Such a discharge could adversely affect the aquatic 
ecosystem.  In addition, exhaust fumes may also produce polycyclic aromatic hydrocarbons 
(PAHs) that could harm aquatic life if sufficient quantities are generated. 
 
 Nitrogen and sulfur inputs to the environment are also a concern.  In a report by AMI 
Environmental titled AERMOD Modeling of Air Quality Impacts of the Proposed Morrow 
Pacific Project (October 2012), estimated emissions are presented for the Port of Morrow and 
Port Westward: 
 

 
 

 
 
 These emissions could change the water quality in the Columbia River over time, depending 
on the amount deposited and area affected.  The potential effects of these emissions on salmonid 
life cycle, habitat, and food supply should be addressed. 
 

                                                 
40 Environmental Review for the Coyote Island Terminal Dock at the Port of Morrow.  Anderson Perry & 
Associates, Inc.  Updated August 2012. P. 2-13. 
41 Environmental Review for the Coyote Island Terminal Dock at the Port of Morrow.  Anderson Perry & 
Associates, Inc.  Updated August 2012.  P. 2-13. 
42 Environmental Review for the Coyote Island Terminal Dock at the Port of Morrow.  Anderson Perry & 
Associates, Inc.  Updated August 2012. P. 2-16. 
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Fuel Discharges.  A large number of studies focus on the effects of polycyclic aromatic 
hydrocarbons (PAHs), chemicals that are found in petroleum, and are often found in areas where 
petroleum is spilled, transported, and combusted.43  Diesel contains PAHs, as does other forms of 
petroleum (p. 2657).44  “The percentage of PAHs in crude oil, Bunker C oil, and No. 2 diesel oil 
are about 1%, 4%, and 9% by weight, respectively” (p. 104).45   

 
Oil and/or diesel sheen on the water surface is harmful to fish.  “Fish mortality following 

spills has often been attributed to the formation of a layer of oil (sheen) on the water.  Sheen 
limits the oxygen exchange between air and water, and both sheen and dissolved constituents 
may coat the gills of fish causing lesions on respiratory surfaces affecting respiration (p. 2657) 
[author cites Green, J.; Trett, M. W.  Fate and Effects of Oil in Freshwater; Elsevier: London, 
1989].”46  The sheen itself represents pure product floating on the water surface; the 
concentration there would be much higher than a grab sample several inches below the water 
surface. 

 
Diesel is harmful to salmonids, and one study determined the mortality rates for rainbow 

trout (Oncorhynchus mykiss), as well as the genetic toxicity.  A steelhead is an ocean-run 
rainbow trout, so studies on rainbow trout are relevant to salmonids living in the Columbia 
River.  “Diesel [No. 2] doses of 40 mg/L were associated with a gradual increase in mortality 
over the duration of the test, and a sharp increase in the number of genes and functional groups 
of genes with altered expression.  Exposures ≥200 mg/L of diesel resulted in 100% mortality of 
rainbow trout fry.  Based upon dose–response curves interpolated from data for individual end 
points, toxicity reference values of 4-45 mg/L were determined” (p. 2658).  The data trends show 
that gene expression begins to be affected in a smaller percentage of fish at levels as low as 4.1 
mg/L (Table 2).47    

 
Salmon that are exposed to pollution (such as oil and diesel fuel that may be spilled from 

vessels) could be at risk for pigmented salmon syndrome (PSS) and tainting.  This syndrome’s 
symptoms include discoloration from silver to yellow or red, significant gill and kidney damage, 
anemia, and kill the fish (p. 505-506).48  Studies have found that fish living in water with 2 mg/L 

                                                 
43 Meador, J. P., Sommers, F. C., Ylitalo, G. M., & Sloan, C. A. (2006, October).  Altered growth and related 
physiological responses in juvenile Chinook salmon (Oncorynchus tshawytscha) from dietary exposure to polycyclic 
aromatic hydrocarbons (PAHs).  Canadian Journal of Fisheries and Aquatic Sciences, 63:  2364-2376. 
44 Mos, L., Cooper, G., et al. (2008).  Effects of Diesel on Survival, Growth, and Gene Expression in Rainbow Trout 
(Oncorhynchus mykiss) Fry.  Environmental Science & Technology, Vol. 42, No. 7. 
45 Huntley, S. L., Bonnevie, N. L., & Wenning, R. J. (1995).  Polycyclic Aromatic Hydrocarbon and Petroleum 
Hydrocarbon Contamination in Sediment from the Newark Bay Estuary, New Jersey (pp. 93-107).  Arch. Environ. 

Contam. Toxicol. 28.  
46 Mos, Lizzy, Glenna Cooper, et al. (2008).  Effects of Diesel on Survival, Growth, and Gene Expression in 
Rainbow Trout (Oncorhynchus mykiss) Fry.  Environmental Science & Technology, Vol. 42, No. 7. 
47 Mos, Lizzy, Glenna Cooper, et al. (2008).  Effects of Diesel on Survival, Growth, and Gene Expression in 
Rainbow Trout (Oncorhynchus mykiss) Fry.  Environmental Science & Technology, Vol. 42, No. 7.  
48 Croce, B., Stagg, R. M., et al. (1997, December).  Ecotoxicological Determination of Pigmented Salmon 
Syndrome: A Pathological Condition of Atlantic Salmon Associated with River Pollution (pp. 505-510).  Ambio, 
Vol. 26, No. 8. 
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of diesel can develop PSS if also exposed to certain other chemicals (p. 509).49  In addition, 
salmon that are exposed to 0.224 mg/L of diesel or 0.076 mg/L of crude oil become tainted (p. 
260).50  Tainted fish do not taste as good as un-tainted fish, and tainting can threaten the 
economic livelihood of those people in the supply chain (p. 258)51 because customers do not 
wish to buy tainted fish. 

 
The PAHs in oil and diesel are bioavailable and harmful to salmonids.52  Other sources of 

PAHs besides boats and trains are “creosote wood preserving facilities, petroleum storage and 
refinery facilities, paint and chemical manufacturers, combined sewer overflows, and sewage 
treatment facilities” (p. 93).53  The dominant PAHs found in diesel and oil are naphthalenes (p. 
260).54  PAHs that are larger than naphthalenes are less soluble in water, and can move more 
rapidly into some aquatic organisms.  These PAHs “partition directly from crude oil to lipid rich 
tissues coming into contact with oil droplets.”55  Salmonids have lipid rich tissues, and are at 
immediate risk when in contact with undissolved oil, which could be discharged from tugs or 
Panamax vessels, or from locomotives via the stormwater system.   

 
PAHs can also be absorbed through digestion, and poses a risk to juvenile Chinook salmon 

(and others) moving through urbanized areas when migrating to the marine waters from fresh 
water spawning grounds.  At ingestion levels of 18 – 22 µg/day for 58 days in the lab, 
comparable to field measurements of in Puget Sound, another area of heavy ship traffic, juvenile 
Chinook salmon show signs of starvation and reduced body mass.56  The daily dose that would 
starve a wild juvenile fish living in a polluted Puget Sound estuary, which may be similar to the 
Columbia River estuary, is estimated at 3.8 µg PAH/gram of fish/day;  wild salmon in Puget 

                                                 
49 Croce, B., Stagg, R. M., et al. (1997, December).  Ecotoxicological Determination of Pigmented Salmon 
Syndrome: A Pathological Condition of Atlantic Salmon Associated with River Pollution (pp. 505-510).  Ambio, 
Vol. 26, No. 8. 
50 DAVIS, H. K., MOFFAT, C. F., et al. (2002).  Experimental Tainting of Marine Fish by Three Chemically 
Dispersed Petroleum Products, with Comparisons to the Braer Oil Spill (pp. 257–278).  Spill Science & Technology 

Bulletin, Vol. 7, Nos. 5–6.  
51 DAVIS, H. K., MOFFAT, C. F., et al. (2002).  Experimental Tainting of Marine Fish by Three Chemically 
Dispersed Petroleum Products, with Comparisons to the Braer Oil Spill (pp. 257–278).  Spill Science & Technology 

Bulletin, Vol. 7, Nos. 5-6.  
52 Meador, J. P.; Sommers, F. C.; Ylitalo, G. M. & Sloan, C. A. (2006, October).  Altered growth and related 
physiological responses in juvenile Chinook salmon (Oncorynchus tshawytscha) from dietary exposure to polycyclic 
aromatic hydrocarbons (PAHs).  Canadian Journal of Fisheries and Aquatic Sciences, 63:  2364-2376.  
53 Huntley 1, S. L., Bonnevie, N. L., & Wenning, R. J. (1995).  Polycyclic Aromatic Hydrocarbon and Petroleum 
Hydrocarbon Contamination in Sediment from the Newark Bay Estuary, New Jersey (pp. 93-107).  Arch. Environ. 

Contam. Toxicol., 28.  
54 Davis, H. K., Moffat, C. F., et al. (2002).  Experimental Tainting of Marine Fish by Three Chemically Dispersed 
Petroleum Products, with Comparisons to the Braer Oil Spill (pp. 257-278).  Spill Science & Technology Bulletin, 
Vol. 7, Nos. 5-6. 
55 Shukla, P., M. Gopalani, et al.  Influence of Salinity on PAH Uptake from Water Soluble Fraction of Crude Oil in 
Tilapia mossambica.  Bulletin of Environmental Contamination & Toxicology (2007) 79:  601-605. 
56 Meador, J. P.; Sommers, F. C.; Ylitalo, G. M. & Sloan, C. A. (2006, October).  Altered growth and related 
physiological responses in juvenile Chinook salmon (Oncorynchus tshawytscha) from dietary exposure to polycyclic 
aromatic hydrocarbons (PAHs).  Canadian Journal of Fisheries and Aquatic Sciences, 63:  2364-2376. 
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Sound have been found with about 23 µg PAH/ gram of fish/day for a 7g fish (roughly 
equivalent).57   

 
Descriptions of diesel effects on the environment and organisms should be assumed to 

include a certain fraction of PAH effects as well.  For example, since diesel has a density of 
about 900 kilograms per cubic meter, and 1,000 gallon = 3.785 cubic meters, then 1,000 gallons 
of diesel fuel would weigh about 3,406 kilograms.  Since diesel is 9% PAH by weight, then 306 
kilograms (675 pounds) of PAH (mostly naphthalene) per 1,000 gallons spilled is a reasonable 
estimate. 
 
 PAH absorption through direct contact with oil continues for the duration of exposure, 
depending on the circumstances.  “This is of concern since these contaminants can 
bioconcentrate in tissues of organisms to factors 10–1000 times greater than in water.   
Fluorescing oil droplets were observed under microscope to adhere to the gills of rainbow trout 
(Oncorhynchus mykiss)… Rainbow trout was chosen [for the study] to enable comparisons with 
freshwater data from previous experiments across salinities within their zone of tolerance (0–
15‰).”58 
 
 High-energy ultraviolet light (UVB) reacts with PAHs in water.  Compounds such as 
naphthalene were found to become more toxic when exposed to UVB light (p. 983).59  “PAHs 
and solar radiation can therefore interact to induce a broad range of effects in aquatic animals 
and plants.  After co-exposure to adequate amounts of solar radiation and PAH the lethal effects 
are likely due to massive cellular and tissue damage that cannot be repaired at an adequate rate” 
(p. 984).60   
 
 The applicant states that 8,585 gallons of hazardous material will be theoretically spilled into 
the Columbia River by the operation, and that the estimate in gallons is for liquid petroleum 
products.61  If 8,585 gallons of liquid fuel, such as diesel fuel, were spilled it could affect the 
aquatic life as a source of bioavailable PAHs and heavy metals, as well as having direct effects 
as sheen on the water, as described above (also see Stormwater section for potential effects of 
heavy metals).   
 
 If the 8,585 gallons per year of theoretically spilled material were coal (the hazardous 
material being transported), other effects to the aquatic ecosystem could occur.  Coal has an 
estimated density of 1.9 g/cm3,62 which would equal 136,126 pounds spilled per year, 
                                                 
57 Meador, J. P.; Sommers, F. C.; Ylitalo, G. M. & Sloan, C. A. (2006, October).  Altered growth and related 
physiological responses in juvenile Chinook salmon (Oncorynchus tshawytscha) from dietary exposure to polycyclic 
aromatic hydrocarbons (PAHs).  Canadian Journal of Fisheries and Aquatic Sciences, 63:  2364-2376. 
58 Ramachandran, Shahunthala D., Michael J. Sweezey, et al.  Influence of salinity and fish species on PAH uptake 
from dispersed crude oil.  Marine Pollution Bulletin 52 (2006) 1182–1189. 
59 Pelletier, É., Sargian, P., et al. (2006).  Ecotoxicological Effects of Combined UVB and Organic Contaminants in 
Coastal Waters: A Review.  Photochemistry and Photobiology, 82(4):981-993.   
60 Pelletier, É., Sargian, P., et al. (2006).  Ecotoxicological Effects of Combined UVB and Organic Contaminants in 
Coastal Waters: A Review.  Photochemistry and Photobiology, 82(4):981-993.   
61 Environmental Review for the Coyote Island Terminal Dock at the Port of Morrow.  Anderson Perry & 
Associates, Inc.  Updated August 2012. P. 3-194. 
62 Luppens, J.A., 2011, A critical review of published coal quality data from the southwestern part of the Powder 
River Basin, Wyoming: U.S. Geological Survey Open-File Report 2011–1148, 23 p. P. 19. 
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corresponding to 42.5 cubic yards of material per year (8,585 gal. = 32,498 L = 32,498,000 cm3 
x 1.9 g/cm3 = 61,746,200 g = 61,746 kg = 136,126 pounds = 68 tons of coal;  32,498 L = 42.5 
cubic yards).   
 
 Coal spillage, such as the theoretical spillage mentioned by the applicant, has been studied 
and determined to affect freshwater invertebrates, including invertebrates that provide food for 
salmonids such as those present in the Columbia River.63  A railway accident in New York 
caused the discharge of several rail cars of coal to Cayuga Inlet, which remained in the water for 
2-3 weeks before total removal.  Cayuga Inlet is a third-order stream approximately 20-45 feet 
wide as it appears on air photos.  The invertebrate inventory included oligochaete worms, 
gastropods (snails), isopods (crustaceans), insect orders Ephemoptera (mayflies), Plecoptera 
(stoneflies), Trichoptera (caddisflies) ("EPT," all three sensitive to pollution), Megaloptera 
(dobsonflies), Coleoptera (beetles), and Diptera (chironomidae).  "Immediately following the 
coal spill (1999) there were significantly lower total invertebrate abundance and taxon richness 
at the site downstream than upstream of the impoundment and the coal spill (Fig. 1a and b).  
Abundance of total invertebrate grazers was also significantly reduced at the site downstream of 
the coal spill in 1999... Abundance of invertebrates in the orders especially vulnerable to 
turbidity (Trichoptera, Megaloptera, Ephemeroptera, and Isopoda) was also significantly reduced 
at the site downstream of the coal spill."64   
 
 The investigators proposed two possible reasons for the invertebrate decline.  "The 
significant decline in total invertebrates and taxa richness following the coal spill with no 
significant effects on EPT demonstrated that the negative effects of the coal spill were not 
limited to the most sensitive invertebrates of the community.  These effects could be attributed to 
two different mechanisms.  First, a change in water chemistry could have caused invertebrate 
mortality, due to increased levels of Fe(OH)x and a decline in pH that occur when coal is added 
to water (Vinikour, 1979; Cherry et al., 1979b; Scullion & Edwards, 1980).  Second, Cherry et 

al. (1979a) reported that in some cases the physical effects of increased turbidity and smothering 
by the coal particles are more deleterious than the toxicity created by the coal/water mixture."65 
[author cites Vinikour, W.S., 1979, Entomology News 90: 203-204; Cherry, D.S., et al 1979b.  
Journal of Fisheries Research Board Canada 36: 1089–1096; Scullion, J. & R. W. Edwards, 
1980. Freshwater Biology 10: 141–162; Cherry, D.S., et al 1979a Hydrobiologia 62: 257–267]. 
 
 Selenium (Se) is an element that is found in coal, ranges between 0.1 - 5.3 mg/kg in coal 
worldwide,66 and is toxic to fish, including bull trout (Salvelinus confluentus) and other 
salmonids.67  One watershed level study in Canada examined Se in creeks downstream from coal 

                                                 
63 Harper, M.P. and B.L. Peckarsky.  Effects of pulsed and pressed disturbances on the benthic invertebrate 
community following a coal spill in a small stream in northeastern USA. Hydrobiologia (2005) 544:241-247. 
64 Harper, M.P. and B.L. Peckarsky.  Effects of pulsed and pressed disturbances on the benthic invertebrate 
community following a coal spill in a small stream in northeastern USA. Hydrobiologia (2005) 544:241-247, p. 243. 
65 Harper, M.P. and B.L. Peckarsky.  Effects of pulsed and pressed disturbances on the benthic invertebrate 
community following a coal spill in a small stream in northeastern USA.  Hydrobiologia (2005) 544:241-247, pp. 
243-4. 
66 Lucas, S.A, and J. Planner.  Grounded or submerged bulk carrier:  The potential for leaching of coal trace 
elements to seawater.  Marine Pollution Bulletin 64 (2012) 1012-1017. 
67 Palace, V.P., C. Baron, et al.  An assessment of the potential for selenium to impair reproduction in bull trout, 
Salvelinus confluentus, from an area of active coal mining.  Environmental Biology of Fishes 70: 169-174, 2004. 
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mines, which likely provides a dilution effect from the mine drainage sites upstream.  This study 
is important to consider because of the potential for coal or coal leachate discharges to the 
Columbia River which may be initially diluted but still accumulate to harmful levels in places. 
 
 Selenium bioconcentrates (enters from water) and bioaccumulates (enters from sediment) in 
aquatic primary producers (such as phytoplankton) and consumers, as well as fish,68 and so 
represents a toxic threat to the entire food web.  Se accumulation in wild fish is thought to occur 
both from dietary ingestion and direct uptake from the water, beginning in the egg stage.69  Bull 
trout muscle tissue in watersheds with coal mines had Se concentrations from 0.6 - 9.4 µg/g on a 
wet mass basis, with 2 µg/g representing the toxicity threshold.70 
  
 Teratogenesis is the development of malformed organisms or growths, especially in the 
embryo.  "A hallmark of Se toxicity is the appearance of teratogenic deformities in the progeny 
of exposed females that result from the deposition of Se to their eggs.  Teratogenesis is restricted 
to the egg–larval stage of development when the larvae utilize yolks contaminated with Se 
(Lemly 1997a).  The most common types of terata include spinal curvatures (lordosis, scoliosis, 
or kyphosis), missing or deformed fins, gills, opercula and eyes, as well as abnormally shaped 
heads and mouths (Lemly 1993b, 1997a). Other symptoms of Se poisoning include pericardial 
and abdominal edema, exopthalmus (bulging or protrusion of eyes), and cataracts (Lemly 
1996)."71  [author cites Lemly, A.D. 1997a, Ecotoxicol. Environ. Safety 37: 259–266;  Lemly, 
A.D. 1993b, Environ. Monitor. Assess. 28: 83–100;  Lemly, A.D. 1996, "Selenium in aquatic 
organisms." pp. 427–445. In: W.N. Beyer, G.H. Heinz & A.W. Redmon-Norwood (ed.) 
Environmental Contaminants in Wildlife. CRC Press, Boca Raton, FL, U.S.A.]. 
 
 Marine Environment.  Discharges of coal and coal dust to the Columbia River have the 
chance to either become deposited in the freshwater portions of the river or in the estuarine and 
marine areas near the mouth of the river when the Panamax ships leave the river.  Some potential 
impacts to the downstream marine environment from the proposed project are discussed here. 
 
 The shipping of coal in Panamax ocean going vessels invites consideration of potential 
impacts to marine fisheries as well.  Should a vessel full of coal sink in salt water, trace elements 
from the coal can leach into the marine environment, as a study commissioned by Xstrata Coal 
of Australia found.72  Coal contains elements including selenium (Se), chromium (Cr), tin (Sn), 
mercury (Hg), arsenic (As), boron (B), vanadium (Va), cadmium (Cd), copper (Cu), lead (Pb), 
manganese (Mn), molybdenum (Mo), nickel (Ni), and zinc (Zn), which were tested for leaching.  
Of those elements, cadmium, copper, lead, manganese, molybdenum, nickel, and zinc leached 
from the coal into seawater, and copper and manganese exceeded the water quality guidelines for 

                                                 
68 Palace, V.P., C. Baron, et al.  An assessment of the potential for selenium to impair reproduction in bull trout, 
Salvelinus confluentus, from an area of active coal mining.  Environmental Biology of Fishes 70: 169-174, 2004. 
69 Palace, V.P., C. Baron, et al.  An assessment of the potential for selenium to impair reproduction in bull trout, 
Salvelinus confluentus, from an area of active coal mining.  Environmental Biology of Fishes 70: 169-174, 2004. 
70 Palace, V.P., C. Baron, et al.  An assessment of the potential for selenium to impair reproduction in bull trout, 
Salvelinus confluentus, from an area of active coal mining.  Environmental Biology of Fishes 70: 169-174, 2004. 
71 Palace, V.P., C. Baron, et al.  An assessment of the potential for selenium to impair reproduction in bull trout, 
Salvelinus confluentus, from an area of active coal mining.  Environmental Biology of Fishes 70: 169-174, 2004. 
72 Lucas, S.A, and J. Planner.  Grounded or submerged bulk carrier:  The potential for leaching of coal trace 
elements to seawater.  Marine Pollution Bulletin 64 (2012) 1012-1017. 
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Queensland, Australia, with final concentrations of 11 µg/L of Cu (seawater had 3 µg/L to begin) 
and 37 µg/L of Mn (seawater had 1.8 µg/L).73  These levels could potentially harm listed 
salmonids with sufficient exposure, or be transported into sediments where they could build up 
over time.   
 
 Salt water may attenuate the absorption and effects of dissolved metals such as copper to 
some degree.  According to the NOAA, regarding dissolved copper (dCu), "estuarine and 
nearshore salt water environments, despite their higher salinity (in part due to increased cation 
concentrations) and hardness may or may not confer protection against dCu-induced olfactory 
toxicity."74  Impacts to salmonids in salt water environments from metals such as copper can still 
occur, and until more is known about the risks, it makes sense to use the same regulatory 
thresholds for salt water as the more sensitive fresh water, especially to protect listed species 
such as Chinook salmon. 
 
 The effect of coal dust from a shipping terminal has been shown to produce behavioral 
changes in crabs in laboratory experiments, as a Canadian government study revealed.75  Coal 
dust was gathered from beneath a conveyor belt at Westshore Terminals, Roberts Bank, Canada, 
and mixed with sand to form an experimental substrate in tanks.  After 15-31 days, Dungeness 
crabs were added and observed.  "The burrowing reaction of the crabs differed with the four 
substrates.  Crabs in sand (substrate D) never completely burrowed, but remained completely 
exposed, or with only a fraction of the rear portion of their carapace buried.  The proportion of 
carapace buried increased with increasing amounts of coal in the substrate, so the in substrate (C) 
the crabs burrowed completely under the surface, with only eyes and antennae remaining 
visible."76   
 
 Dungeness crab megalopae (immatures) are prey for Chinook salmon (Oncorhynchus 

tshawytscha) in marine coastal areas.  Although no Dungeness crabs can live in the freshwater 
ecosystem near the Port of Morrow, the change in burrowing behavior of other arthropods, such 
as isopods, if similarly affected by coal dust in the water, could reduce their availability as prey, 
and potentially affect trophic interactions in the Columbia River food web.  Burrowing provides 
protection and likely reduces the opportunity for detection by predators.  If coal dust entered the 
substrate of the salt and brackish portions of the Columbia River estuary where it meets the 
ocean, it could produce this effect on resident crabs there.  Local fishermen who take Dungeness 
crabs near the Roberts Bank coal terminal report a darker coal-coloration of some crabs, and they 
find these crabs more difficult to market.77 
 

                                                 
73 Lucas, S.A, and J. Planner.  Grounded or submerged bulk carrier:  The potential for leaching of coal trace 
elements to seawater.  Marine Pollution Bulletin 64 (2012) 1012-1017. 
74 Hecht, S.A., D.H. Baldwin, C.A. Mebane, T. Hawkes, S.J. Gross, and N.L. Scholz. 2007. An overview of sensory 
effects on juvenile salmonids exposed to dissolved copper: Applying a benchmark concentration approach to 
evaluate sublethal neurobehavioral toxicity. U.S. Dept. Commer., NOAA Tech. Memo. NMFS-NWFSC-83, 39 p. 
75 Hillaby, B.A. 1981. The effects of coal dust on ventilation and oxygen consumption in the Dungeness crab, 
Cancer magister. Can. Tech. Rep. Fish. Aquat. Sci. 1033: vi + 18 p. 
76 Hillaby, B.A. 1981. The effects of coal dust on ventilation and oxygen consumption in the Dungeness crab, 
Cancer magister. Can. Tech. Rep. Fish. Aquat. Sci. 1033: vi + 18 p.;  p. 12. 
77 Johnson, R. and R.M. Bustin.  Coal dust dispersal around a marine coal terminal (1977-1999), British Columbia:  
The fate of coal dust in the marine environment.  International Journal of Coal Geology 68 (2006) 57–69. 
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 Conclusions.  The ERD does not adequately address potential impacts from continued 
discharges of liquid fuels from shipping operations.  The amount of fuel released annually should 
be estimated and reviewed for effects to aquatic life.  The theoretical spillage of hazardous 
material should be discussed in detail, and the effects of the spillage estimated.  Discharges from 
accidents have the potential to impact aquatic invertebrates that are part of the salmonid life 
cycle.  Selenium pollution causes deformities in fish, and could threaten bull trout and other 
salmonids over time as coal dust deposits increase.  Coal has been shown to leach elements into 
seawater, and could produce pollution harmful to aquatic life if a Panamax OCV became 
grounded or wrecked and allowed sea water to mix with the coal.  Dungeness crab behavior and 
appearance could be affected by coal pollution entering marine waters.  The effects of salinity 
may or may not confer protection to fish from dissolved copper from coal leaching. 
 
 
IV.  Stormwater Plan Review 

 
 The applicant states that the Port of Morrow facility will be designed with full on-site 
containment with no discharge anticipated, with bioswales to 25-year storm intensity standards.78  
"All stormwater and process water will be handled on site, with no discharge to the Columbia 
River."79  Most stormwater designs include an overflow outlet for storms of greater intensity than 
the design.  For example, the proposed 25-year storm system will not contain a 100-year storm 
event, and the excess water must go somewhere if it does not infiltrate.  Generally overflows are 
directed to a receiving body, such as a wetland, river or stream, or to a low point in the uplands.  
The proposal does not include a preliminary drainage report, so the location of the overflow 
outlet and sub-basin sizes are unknown.  LCI recommends reviewing a preliminary drainage 
report to better assess the potential impacts to nearby wetlands or waters that may receive 
stormwater from events larger than the 25-year storm. 
 
 The proposed coal storage area and conveyor system will be covered in some way, and may 
reduce the likelihood of stormwater interacting with the main coal stockpile.  However, there 
will still be substantial contact of stormwater with coal before reaching the covered stockpile, 
which could become polluted and drain into nearby wetlands or waters.   
 
 Pollution of stormwater with coal compounds could occur while the rail cars are waiting to 
be unloaded.  The tracks can accommodate up to two unit trains, each approximately 5,800 feet 
long.80  The coal trains will require 4.8 hours to unload, but will likely be split to avoid blocking 
traffic and then require 12 hours to unload; each train will carry approximately 14,500 short tons 
(1 short ton = 2,000 lbs.) of coal,81 for a maximum total of 29,000 tons in two trains.   
 

                                                 
78 Environmental Review for the Coyote Island Terminal Dock at the Port of Morrow.  Anderson Perry & 
Associates, Inc.  Updated August 2012. P. 3-193. 
79 Environmental Review for the Coyote Island Terminal Dock at the Port of Morrow.  Anderson Perry & 
Associates, Inc.  Updated August 2012. P. 2-8. 
80 Environmental Review for the Coyote Island Terminal Dock at the Port of Morrow.  Anderson Perry & 
Associates, Inc.  Updated August 2012. P. 2-6. 
81 Environmental Review for the Coyote Island Terminal Dock at the Port of Morrow.  Anderson Perry & 
Associates, Inc.  Updated August 2012. P. 2-11. 
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 Since the terminal will be in operation for 24 hours per day, it is reasonable to assume that 
there will be a constant presence of coal-filled rail cars at the site.  Those rail cars are uncovered, 
and precipitation will fall on the coal, drain to the bottom of the rail cars, and out of any drains or 
gaps in the car bottom.  The large number of rail cars at the proposed terminal will likely provide 
an opportunity for polluted runoff to form similar to a 29,000 ton stockpile of coal.   
 
 When coal is transported, the vibrations may cause the coal chunks to break up to some 
degree.  Coal is generally broken up mechanically at the mine, crushing larger pieces into 
smaller chunks prior to shipment.  Coal chunks may also crack over time, as shown in the photos 
elsewhere in this document.82  This cracking and breakdown exposes fresh coal surfaces to the 
air and increases the surface to volume ratio for a give amount of coal.  When mined minerals 
are exposed to the air, they produce weathering effects at an accelerated rate, which may cause 
acid drainage and heavy metal release that impairs water quality.83  When the coal arrives at the 
proposed terminal, it may have fractured during transport, and fresh surfaces may then be 
exposed to the air, which could pollute any precipitation draining through the rail cars.  The 
polluted runoff could enter surface waters, or infiltrate to the groundwater table. 
 
 The Phase I Environmental Site Assessment Report states that the site has a high soil 
infiltration rate.84  The stormwater design for the outdoor portion of the rail yard involves some 
infiltration of water to the soil via the bioswales.85  Through infiltration via the bioswales, there 
is a high potential for groundwater contamination, depending on the soil properties.86     
 
 Coal piles are known to produce acids and dissolved metals which can run off into nearby 
wetlands or waters, even away from mine sites:  "Analogous to mining operations, the storage of 
coal can also generate highly acidic, metal-rich leachate resulting from the oxidation of sulfidic 
ores present in coal as impurities (1, 2).  Additional water quality concerns with regard to coal 
storage include that coal stockpiles are relatively abundant, not restricted to areas associated with 
mining operations, and often uncontrolled."87 [author cites (1) Davis, E. C.; Boegly, W. J. J. 

Environ. Qual. 1981, 10, 12-133; (2) Swift, M. C. Water Resour. Bull. 1985, 21, 449-457]. 
 
 Pollution from coal storage piles, and potentially from rail car on-site storage, can contain 
toxic metals that have been shown to pollute groundwater.  Coal in the Powder River Basin can 
have the same amount of sulfur as the coal used in one water runoff study.  The Wasatch coal 

                                                 
82 Hossfeld, R.J. and R. Hatt.  PRB Coal Degradation - Causes and Cures.  Private company research accessed 
online at http://www.prbcoals.com/pdf/paper_archives/56538.pdf on 10/18/12. 
83 Sheldon, D., T. Hruby, P. Johnson, K. Harper, A. McMillan, T. Granger, S. Stanley, and E. Stockdale. March 
2005. Wetlands in Washington State - Volume 1: A Synthesis of the Science. Washington State Department of 
Ecology. Publication #05-06-006. Olympia, WA.  P. 3-33. 
84 Baird, Brad.  Phase I Environmental Site Assessment Report Port of Morrow - Morrow Pacific Project Site.  
Anderson Perry & Associates, Inc. 2/27/2012, p. 11. 
85 Environmental Review for the Coyote Island Terminal Dock at the Port of Morrow.  Anderson Perry & 
Associates, Inc.  Updated August 2012.  Figure 3.10-4, Conceptual Bioswale Design. 
86 Anderson, M.A., P.M. Bertsch, et al.  Interactions of Acidic Metal-Rich Coal Pile Runoff with a Subsoil.  
Environ. Sci. Technol. 1991, 25, 2038-2046. 
87 Anderson, M.A., P.M. Bertsch, et al.  Interactions of Acidic Metal-Rich Coal Pile Runoff with a Subsoil.  
Environ. Sci. Technol. 1991, 25, 2038-2046. 
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formation in the Powder River Basin contains up to 1.5% sulfur.88  A study at the US 
Department of Energy's Savannah River Site near Aiken, SC examined the soils that received 
runoff from a stockpile of low-sulfur (1-2%) coal,89 similar to some of the Wasatch formation 
coal.  The study analyzed the soils at the far end of the 1.5 hectare (3.7 acre) coal pile drainage 
basin by lab extraction through a column: 
 
Table 2.  Composition of the Coal Pile Runoff Used in Column Experiments90 
Component Conc., mg/L (except pH)  Component Conc., mg/L 
pH 2.13    
Al3+ 101.0  Li+ 0.232 
Be2+ 0.055  Mg2+ 62.17 
Ca2+ 83.62  Mn2+ 7.302 
Co2+ 0.461  Na+ 11.52 
Cr3+ 0.010  NI2+ 0.878 
Cu2+ 0.262  H4SiO4 69.4 
Fe2+ 4.70  SO42- 2,024 
Fe3+ 119.5  Sr2+ 0.791 
K+ 1.668  Zn2+ 2.392 
  
 The metals from the coal can move into and pollute the groundwater:  "naturally acidic, 
noncarbonatic soils offer little resistance to subsurface migration of acidic, metal-rich runoff.  As 
a result, coal stockpiles situated on such materials pose a serious threat to underlying 
groundwater systems."91  If the soils on the proposed terminal site are similar to these soils, 
substantial pollution could occur.  If other soil characteristics are present, the effects could vary 
from those described in this study.   
 
 The study found that the pollutants moved through the soil in different ways, and 
concentrated the pollution:  "The development of concentration waves attendant with infiltration 
and migration of runoff within subsurface materials further exacerbates potential water quality 
problems.  That is, chromatographic and precipitation-dissolution reactions result in the 
development and movement of metals in waves of concentrations potentially greatly exceeding 
initial source concentrations.  Discharge of effluent meeting appropriate water quality criteria 
may thus produce downgradient concentrations exceeding standards and source concentrations.  
This phenomenon also emphasizes the need for continued research evaluating multicomponent 
transport processes."92   
 

                                                 
88 Luppens, J.A., 2011, A critical review of published coal quality data from the southwestern part of the Powder 
River Basin, Wyoming: U.S. Geological Survey Open-File Report 2011–1148, p. 18. 
89 Anderson, M.A., P.M. Bertsch, et al.  Interactions of Acidic Metal-Rich Coal Pile Runoff with a Subsoil.  
Environ. Sci. Technol. 1991, 25, 2038-2046. 
90 Anderson, M.A., P.M. Bertsch, et al.  Interactions of Acidic Metal-Rich Coal Pile Runoff with a Subsoil.  
Environ. Sci. Technol. 1991, 25, 2038-2046. 
91 Anderson, M.A., P.M. Bertsch, et al.  Interactions of Acidic Metal-Rich Coal Pile Runoff with a Subsoil.  
Environ. Sci. Technol. 1991, 25, 2038-2046. 
92 Anderson, M.A., P.M. Bertsch, et al.  Interactions of Acidic Metal-Rich Coal Pile Runoff with a Subsoil.  
Environ. Sci. Technol. 1991, 25, 2038-2046. 
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 The constant presence of coal in rail cars on the site has the potential to pollute the 
groundwater in high concentrations over time via the stormwater bioswale system if soil 
conditions allow.  It is possible that the Columbia River could be contaminated with metals 
through a groundwater connection.  A hydrogeologic investigation would show the groundwater 
movement patterns, and where such potentially polluted groundwater would travel, and a soil 
analysis would show if the conditions are similar to the concentration wave study.   
 
 Another study examined the sediment collected near a coal storage pile in detention ponds 
for metals, and featured a short-term storage pile of low-sulfur coal.  The sediment contained 167 
-233 ppm (parts per million; 1 ppm = 1 µg/g or 1 mg/kg) of lead (Pb), well above the average 
soil background level of 17 ppm.93  Since the bioswales will catch stormwater that could contain 
similar sediments, similar pollution could build up in the bioswales over time.  This study also 
reported lead groundwater concentrations of 62 ppb (parts per billion; 62 ppb = 62 µg/kg = 62 
µg/L of water = 0.062 mg/L) in a well under the low-sulfur coal short-term storage pile, which 
exceeded Indiana's maximum contaminant level of 15 ppb.94  If soil properties allow the 
concentration wave effect described in the previous study, then this level could become higher 
over time. 
 
 Metals in sediments, such as those that could collect in stormwater control systems 
contaminated with coal and acid drainage, are bioavailable (able to move into or onto an 
organism), can show bioaccumulation (concentration in organism/concentration in sediment), 
and bioconcentration (concentration in organism/concentration in pore water) in aquatic 
organisms.95   
 
 Freshwater macroinvertebrates such as the insect Chironomus sp. (Order Diptera, family 
Chironomidae), and worms Branchiura sowerbyi and Limnodrilus claparedeianus (Order 
Oligochaeta, family Tubificidae), were found to bioconcentrate aluminum, lead, chromium, 
manganese, iron, cobalt, nickel, copper, and zinc from coal contaminated water.96  The 
chironomid bioaccumulated via ingestion97 copper, zinc, and cadmium to levels greater than 
found in the sediment in which they lived, and to a lesser degree aluminum, lead, chromium, 
manganese, iron, cobalt, and nickel; the oligochaete bioaccumulated aluminum, lead, chromium, 
manganese, iron, cobalt, nickel, copper, zinc, and cadmium at levels lower than surrounding 
sediments.98 

                                                 
93 Cook, A.M, and S.J. Fritz.  Environmental Impacts of Acid Leachate Derived from Coal-Storage Piles upon 
Groundwater.  Water, Air, and Soil Pollution 135: 371–388, 2002, p. 383. 
94 Cook, A.M, and S.J. Fritz.  Environmental Impacts of Acid Leachate Derived from Coal-Storage Piles upon 
Groundwater.  Water, Air, and Soil Pollution 135: 371–388, 2002, p. 382. 
95 Lopez, D.L., E. Gierlowski-Kordesch, et al.  Geochemical Mobility and Bioavailability of Heavy Metals in a Lake 
Affected by Acid Mine Drainage: Lake Hope, Vinton County, Ohio.  Water Air Soil Pollution (2010) 213: 27-45. 
96 Lopez, D.L., E. Gierlowski-Kordesch, et al.  Geochemical Mobility and Bioavailability of Heavy Metals in a Lake 
Affected by Acid Mine Drainage: Lake Hope, Vinton County, Ohio.  Water Air Soil Pollution (2010) 213: 27-45, p. 
37. 
97 Lopez, D.L., E. Gierlowski-Kordesch, et al.  Geochemical Mobility and Bioavailability of Heavy Metals in a Lake 
Affected by Acid Mine Drainage: Lake Hope, Vinton County, Ohio.  Water Air Soil Pollution (2010) 213: 27-45, p. 
42. 
98 Lopez, D.L., E. Gierlowski-Kordesch, et al.  Geochemical Mobility and Bioavailability of Heavy Metals in a Lake 
Affected by Acid Mine Drainage: Lake Hope, Vinton County, Ohio.  Water Air Soil Pollution (2010) 213: 27-45, p. 
37. 
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 Stormwater and Rail Use.  Another concern is the constant presence of locomotives and rail 
cars on the site.  Rail yards can produce toxic pollution from certain activities.  For example, re-
fueling locomotives can result in spilled diesel fuel, rail car hookups and movement can 
contribute to heavy metal inputs, and maintenance activities all have the potential for creating 
polluted stormwater.  A BNSF Railway Company rail yard in Seattle, WA contributed to 
stormwater pollution in this manner.  That rail yard is approximately 8,000 feet long with 
multiple tracks, so it could conceivably contain 12,000 feet of rail cars or more. 
 
 Because of the intended heavy rail use of up to 12,000 feet of rail cars at one time at the 
proposed terminal, it makes sense to look at other rail operations in the Pacific Northwest to see 
what types and levels of pollution could be generated.  In the recent past at the Balmer Railyard 
in Seattle, metals such as copper, zinc, and lead, as well as polycyclic aromatic hydrocarbons 
(PAHs) from spills and fuel residue drained into the stormwater system.   
 
 Some of the concentrations for pollutants are expressed in micrograms per liter (µg/L).  One 
milligram per liter is equal to 1,000 micrograms per liter (1,000 µg/L = 1.0 mg/L). 
 
 BNSF submitted the following stormwater monitoring data to the Washington Department of 
Ecology between 2003 and 2009:  zinc ranged from 125 - 1,950 µg/L (=0.125 - 1.950 mg/L), 
copper 81 - 522 µg/L (=0.081 - 0.522 mg/L), lead from 44.6 - 1,980 µg/L (=0.047 - 1.980 mg/L), 
and oil and grease as high as 38 mg/L.99  One catch basin in an area dominated by tracks and rail 
car storage showed zinc levels at 1,180 µg/L (1.18 mg/L).  If similar rail car storage functions 
occur at the proposed coal terminal, then it is possible that similar metal pollution will follow.     
 
 The combined presence of rail operations along with coal storage in open rail cars presents a 
potential and opportunity for pollution to surface and/or groundwater, as explained previously.  
Potential effects from bioavailable PAHs, zinc, copper, and lead pollution that may result from 
rail activities and coal are detailed below.  Diesel contains PAHs, as does other forms of 
petroleum.100  "The percentage of PAHs in crude oil, Bunker C oil, and No. 2 diesel oil are about 
1%, 4%, and 9% by weight, respectively."101  These diesel and oil based PAHs are bioavailable 
and potentially toxic to aquatic organisms. 
 

Heavy metals include elements such as copper (Cu), zinc (Zn), and lead (Pb).  The first two 
elements are needed in trace amounts by many organisms; lead has no biological role.  Heavy 
metals accumulate in all levels of the food chain, and enter fish through the gills, tissue, or by 
ingestion.  In the marine environment, where salinity has a negative association on metal uptake, 
animals that may be harmed by heavy metals are oysters, polychaete worms, shrimp, prawns, 

                                                 
99 DMR Data for BNSF (Balmer Yard). (2003-2009).  WA Department of Ecology Industrial Stormwater General 
Permit Discharge Monitoring Reports. 
100 Mos, L., Cooper, G., et al. (2008).  Effects of Diesel on Survival, Growth, and Gene Expression in Rainbow 
Trout (Oncorhynchus mykiss) Fry.  Environmental Science & Technology, Vol. 42, No. 7, p. 2657. 
101 Huntley, S. L., Bonnevie, N. L., & Wenning, R. J. (1995).  Polycyclic Aromatic Hydrocarbon and Petroleum 
Hydrocarbon Contamination in Sediment from the Newark Bay Estuary, New Jersey (pp. 93-107).  Arch. Environ. 

Contam. Toxicol. 28, p. 104. 
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marine snails, various crustaceans, and saline-tolerant bacteria.102, 103  Effects of metals may be 
even more pronounced in freshwater environments such as the Columbia River, which lacks the 
protective effect of salinity. 
 

The entire aquatic ecosystem can be affected when copper pollution harms microscopic 
aquatic organisms, the basis of the food chain.  Copper inhibits photosynthesis in phytoplankton, 
and the presence of UVB light compounds the effect.104  Copper and lead uptake in blue-green 
algae (cyanobacteria) also increases with exposure to UVB light, and limits the organism’s 
ability to synthesize nitrogen.105  This has major implications to the ecosystem, since blue-green 
algae are one of the few organisms that can convert airborne nitrogen (N2) into biologically 
usable nitrate forms (NO3).  “Therefore, any threat to their existence will bring about an 
imbalance in the nitrogen status of entire ecosystems.”106 
 

Copper is toxic to salmonids and even amounts of copper as low as 2-3 µg/L can change a 
fish’s smell and behavior.107  “It is well established that waterborne Cu concentrations above 80 
nmol/L (~5 µg/ L) can be toxic to the olfactory system of fishes causing reduced olfactory 
sensitivity and impaired behavioral responses.”108  One study found that exposure to 80 µg/L of 
copper for five days can kill salmonids.109  Copper levels of 105 µg/L can reduce the critical 
swimming speed of salmonids,110 and make them more vulnerable to predators.  Copper can also 
bind to certain forms of hemoglobin in fish blood, and can destroy the red blood cell 
membranes.111   
 
 According to the NOAA, “adverse effects of dissolved copper and zinc on listed salmon 
occur at very low levels (values ranging from 0.18 to 2.1 µg/L in freshwater for copper [Hecht et 
al., 2007] and at 5.6 µg/L in freshwater for zinc [Sprague, 1968]).  Adverse effects of copper 

                                                 
102 Wright, David A.  Trace Metal and Major Ion Interactions in Aquatic Animals.  Marine Pollution Bulletin, Vol. 
31, Nos 1-3, pp. 8-18, 1995. 
103 Amoozegar, M.A., J. Hamedi1, et al.  Effect of salinity on the tolerance to toxic metals and oxyanions in native 
moderately halophilic spore-forming bacilli.  World Journal of Microbiology & Biotechnology (2005) 21: 1237–
1243. 
104 Rai, Pramoda Kumar, and Lal Chand Rai.  Interactive effects of UV-B and Cu on photosynthesis, uptake and 
metabolism of nutrients in a green alga Chlorella vulgaris under simulated ozone column.  J. Gen. Appl. Microbiol., 
43, 281-288 (1997).  P. 283. 
105 L.C. Rai et al.  Interactive effects of UV-B and heavy metals (Cu and Pb) on nitrogen and phosphorus 
metabolism of a N2-fixing cyanobacterium Anabaena doliolum.  Environmental and Experimental Botany 39 (1998) 
221–231.  P. 229. 
106 L.C. Rai et al.  Interactive effects of UV-B and heavy metals (Cu and Pb) on nitrogen and phosphorus 
metabolism of a N2-fixing cyanobacterium Anabaena doliolum.  Environmental and Experimental Botany 39 (1998) 
221–231.  P. 222. 
107 Green, Warren W., Reehans Mirza, et al.  Copper Binding Dynamics and Olfactory Impairment in Fathead 
Minnows (Pimephales promelas).  Environ. Sci. Technol. 2010, 44, 1431–1437.  P. 1434. 
108 Green, Warren W., Reehans Mirza, et al.  Copper Binding Dynamics and Olfactory Impairment in Fathead 
Minnows (Pimephales promelas).  Environ. Sci. Technol. 2010, 44, 1431–1437.  P. 1434. 
109 A. Gagnon et al. Effects of Cu on plasma cortisol and cortisol secretion by adrenocortical cells of rainbow trout 
(Oncorhynchus mykiss).  Aquatic Toxicology 78 (2006) 59–65.  P. 61. 
110 Waser, Wolfgang, Olga Bausheva, et al.  The copper-induced reduction of critical swimming speed in rainbow 
trout (Oncorhynchus mykiss) is not caused by changes in gill structure.  Aquatic Toxicology 94 (2009) 77–79.  P. 78. 
111 Fedeli, Donatella, Manuel Carloni, et al.  Oxidative damage in trout erythrocyte in response to ‘‘in vitro” copper 
exposure.  Marine Environmental Research 69 (2010) 172–177.  P. 176.   
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include interference with fish sensory systems and important behaviors that underlie predator 
avoidance, juvenile growth and migratory success…adverse effects of zinc include altered 
behavior, blood and serum chemistry, impaired reproduction, and reduced growth” (p. 39).112    
 
 Zinc is absorbed by rainbow trout through the water (at 150-600 µg/L) and dietary intake (at 
45 µg/gram food/fish/day).113  “Zinc is easily bioaccumulated in stream invertebrates – an 
important food source for juvenile salmonids while rearing in freshwater systems.  Recent 
studies demonstrate that fish fed diets contaminated with zinc exhibited reduced survival, 
growth, and increased incidence of disease (Farag et al., 1994, Balasubramanian et al., 1995).”114   
 

Lead is a toxic element and bioaccumulates in aquatic species.  “Apart from the natural 
weathering processes, Pb contamination in the environment has resulted from mining and 
smelting activities, Pb-containing paints, gasoline, and explosives, as well as from the disposal of 
municipal sewage sludges rich in Pb (Chaney and Ryan 1994).  Despite measures adopted in 
many countries to limit Pb input to the environment, it continues to be one of the most serious 
global environmental biohazards.”115   

 
 “Pb is assumed to be toxic for aquatic organisms at concentrations above 100 mg/kg of dry 
sediment (Environment Canada 1998).  However, at a level of 30 mg/kg adverse biological 
effects have occasionally been observed.”116  Lead has been found in the liver and muscle of 
Alaskan Pacific Cod, which is caused by close proximity to ports and human activity.117 
  

Lead has the potential to affect the aquatic food chain by harming a type of phytoplankton, 
blue-green algae, or cyanobacteria (an ancient bacterium found on land and in water).  These 
organisms provide much of the oxygen on earth, and convert inert atmospheric nitrogen into 
forms usable by other organisms (nitrate, ammonia, etc.).   

 

                                                 
112 NOAA. (2009, July 15).  Letter from Steven W. Landino to Mike Gearheard of US EPA. p. 2.   
cites Hecht, S. A., Baldwin, D. H., Mebane, C. A., Hawkes, T., Gross, S. J., & Scholz, N. L. (2007).  An Overview of 

sensory effects on juvenile salmonids exposed to dissolved copper:  Applying a benchmark concentration approach 

to evaluate sublethal neuro behavioral toxicity.  U.S. Department of Commer., NOAA Technical Memorandum 
NMFS-NWFSC-83. 
cites Sprague, J. B. (1968).  Avoidance reactions of rainbow trout to zinc sulphate solutions, Vol. 2:367-372. Water 
Research Pergamon Press. 
113 Sappal, Ravinder, and Collins Kamunde.  Internal bioavailability of waterborne and dietary zinc in rainbow trout, 
Oncorhynchus mykiss: Preferential detoxification of dietary zinc.  Aquatic Toxicology 93 (2009) 166–176.  P. 167. 
114 Bowen, Lizabeth, Inge Werner, et al.  Physiological and behavioral effects of zinc and temperature on coho 
salmon (Oncorhynchus kisutch).  Hydrobiologia (2006) 559:161–168. 
115 Zutshi, Sunaina, Meenakshi Choudhary, et al.  Evaluation of antioxidant defense responses to lead stress in 
Hapalosiphon fontinalis-339.  Journal of Phycology 44, 889-896 (2008). 
116 Venturini, N., P. Muniz, et al. Macrobenthic subtidal communities in relation to sediment pollution: the phylum-
level meta-analysis approach in a south-eastern coastal region of South America. Marine Biology (2004) 144:119-
126. 
117 Burger, Joanna, Michael Gochfeld, et al.  Heavy Metals in Pacific Cod (Gadus macrocephalus) from the 
Aleutians: Location, Age, Size, and Risk.  Journal of Toxicology and Environmental Health, Part A, 70: 1897–1911, 
2007. 
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When the cyanobacteria are in the presence of lead, they do not absorb nitrogen as easily;  
the effect is vastly compounded when ultraviolet light (UVB) is also present.118   Since 
zooplankton eat phytoplankton like the cyanobacteria, the lead can move up the food chain, 
eventually reaching fish, birds, and marine mammals.  Lead also creates a stress response in 
cyanobacteria, and de-activates the beneficial anti-oxidants inside the cells.119  Another species 
of phytoplankton, a green algae, is harmed by lead concentrations of only 250 µg/L.120   
 
 Urban stormwater runoff (similar to the proposed terminal area), is known in general to have 
adverse effects on waters.121  For example, much of the pollution that degrades the Puget Sound 
and threatens fish in that Pacific Northwest ecosystem is contained in stormwater.122  Even the 
newest stormwater runoff models produce treatment systems that harm aquatic environments, 
especially those vegetated with a wide variety of sensitive native plants.123, 124, 125  The extra 
coal-associated pollutants picked up in the proposed rail yard and terminal area makes this 
typically bad urban runoff even worse, and potentially toxic to fish. 
 
 Conclusions.  A preliminary drainage report should be reviewed to determine the risk of 
discharging pollution to the environment via the stormwater system.  The amount of carbonate in 
the soils should be determined to assess the ability of the soil to attenuate toxic leachates from 
the coal dust entering the infiltrating stormwater system.  More detail should be given about the 
rail operations to estimate the pollution from the rail yard portion of the development, given the 
amount of pollution generated at similar sites in the Pacific Northwest.  Liquid fuel runoff from 
storage tanks should be evaluated for environmental harm.  The effects of potential pollution on 
the food web should be examined more closely to determine if harm to salmonids may occur. 
 
 

                                                 
118 L.C. Rai et al.  Interactive effects of UV-B and heavy metals (Cu and Pb) on nitrogen and phosphorus 
metabolism of a N2-fixing cyanobacterium Anabaena doliolum.  Environmental and Experimental Botany 39 (1998) 
221–231.   
119 Zutshi, Sunaina, Meenakshi Choudhary, et al.  Evaluation of antioxidant defense responses to lead stress in 
Hapalosiphon fontinalis-339.  Journal of Phycology 44, 889-896 (2008). 
120 Pinto, Ernani, Teresa C. S. Sigaud-Kutner, et al.  Heavy metal-induced oxidative stress in algae.  Journal of 

Phycology 39, 1008-1018 (2003). 
121 Azous, Amanda L. and Richard G. Horner, Ed.  Wetlands and Urbanization:  Implications for the Future.  Final 

Report of the Puget Sound Wetlands and Stormwater Management Research Program.  Published by Washington 
State Department of Ecology, Olympia, WA; King County Water and Land Resources Division; the University of 
Washington, Seattle, WA. 1997. 
122 Cornwall, Warren. “The Painful Cost of Booming Growth.”  The Seattle Times. May 11, 2008. Accessed online 
on 02/21/11 at http://seattletimes.nwsource.com/html/localnews/2004405985_growth_stormwater20m0.html.  
123 Cornwall, Warren. “The Painful Cost of Booming Growth.”  The Seattle Times. May 11, 2008. Accessed online 
on 11/23/10 at http://seattletimes.nwsource.com/html/localnews/2004405985_growth_stormwater20m0.html.  
124 Azous, Amanda L. and Richard G. Horner, Ed.  Wetlands and Urbanization:  Implications for the Future.  Final 

Report of the Puget Sound Wetlands and Stormwater Management Research Program.  Published by Washington 
State Department of Ecology, Olympia, WA; King County Water and Land Resources Division; the University of 
Washington, Seattle, WA. 1997. 
125 Concerned Scientists and Engineers. Letter to Puget Sound Partnership, “Partnership Recommendations To: 
Improve Water Quality and Habitat by Managing Stormwater Runoff; Protect Ecosystem Biodiversity and Recover 
Imperiled Species;  Provide Water for People, Fish  and Wildlife, and the Environment.” October 26, 2006. 
Accessed online on 02/02/10 at http://seattletimes.nwsource.com/ABPub/2008/05/10/2004406008.pdf. 
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V.  Toxicology Report 

    
 The Environmental Review, Appendix J presents a toxicology report by Golder Associates, 
Inc. in the form of a literature review.  In this section a closer look at the works cited reveals 
additional information that should be considered in determining the effects of the coal shipping 
operation. 
 
 The report says, "Ibeanusi et al (2003) observed metals (iron, aluminum, zinc, arsenic, 
cadmium, lead, and selenium) in eastern US coal storage pile runoff at concentrations above 
drinking water standards.  The measurements were based on total metal concentrations; thus the 
biological availability and potential toxicity of these contaminants was not assessed" (p. 2).  The 
Ibeanusi article mentioned is a study about how bacteria can absorb metals from coal runoff and 
be used to process acid mine drainage water.  The Ibeanusi article says,  
 

"Wastewater effluents from coal pile run off are of major concern because of the 
acidity and presence of several dissolved metals in the waste stream. Similar to 
acid mine drainage (AMD), the chemical and biological reactions of pyrite in coal 
pile run off generate acidic minerals, which can oxidize to form sulfuric acid, 
ferrous sulfate and associated toxic metals... Unlike a typical AMD, in which the 
major metal ions are Fe2+ and Fe3+, the coal pile runoff used in this study 
presented unique and complex chemical dynamics due to the prevalence of 
several dissolved toxic metals (Al, As, Be, Cd, Cr, Cu, Fe, Ni, Pb, Se and Zn) in 
the wastewater." (p. 35, 36) 126 
 
"In Figure 1, results of the transmission electron microscopy indicated various 
stages of intracellular complexation of metal precipitates within the cytoplasm 
and cell membranes of the bacterial cells. Ultimately, the metal ions were 
sequestered outside the cells as metal precipitates (Figure 1e). The x-ray 
microanalysis of precipitates revealed the presence of most of the metals (As, Al, 
Cu, Cr, Fe, Pb and Zn) originally present in the wastewater (Figure 2). The 
presence of Ca, P, and S in Figure 2 suggested that most of the metals could 
possibly precipitate as metal carbonates, phosphates and sulfides." (p. 38)127 
 

In the excerpts above, Ibeanusi says the metals are dissolved, in ionic form, are toxic, and that 
the bacteria can absorb the metals into the cell walls and cytoplasm, and that eventually the 
metals can be deposited outside the cells as metal precipitates.  Counter to the Golder Associates 
report statement, the author addressed the toxic nature of the compounds, and showed that they 
are bioavailable to bacteria, which transform them inside the cells and deposit them outside the 
cells as precipitates.   
 
 Another author comments that metal ions are widely accepted to be bioavailable:  "the most 
broadly accepted paradigm explaining the negative effect of salinity on trace metal uptake 

                                                 
126 Ibeanusi, V.M., et al.  Removal and Recovery of Metals from a Coal Pile Runoff.  Environmental Monitoring and 

Assessment 84: 35–44, 2003. 
127 Ibeanusi, V.M., et al.  Removal and Recovery of Metals from a Coal Pile Runoff.  Environmental Monitoring 

and Assessment 84: 35–44, 2003. 
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assumes that the most bioavailable metal form is the free metal ion (Sunda et al., 1978; Engel & 
Fowler, 1979)."128 [author cites Sunda et al., 1978, Environ. Sci. Technol. 12, 409-413;  Engel & 
Fowler, 1979, Environ. Health Perspect. 28, 81-88].  So it seems that the dissolved metal ions 
found in acid mine drainage, such as in the Ibeanusi study quoted by Golder Associates, are 
bioavailable.   
 
 Metal leaching from coal is discussed in the Golder Associates report, which begins with a 
citation of a study by Cabon, et al, 2007129 (p. 2), which is a study on leaching of metals from 
coal into seawater.  Another author criticized Cabon's study, and largely dismissed the relevancy 
of his findings to coal transport:  "Cabon et al. (2007) explained the leaching dynamics (for Mn 
in particular) as a function of the bicarbonate (HCO3

-) system present in seawater.  However the 
leach tests used a few grams of milled (<212 µm) coal samples in 20 mL of seawater and this is 
not typically representative of the top-size of exported coal in a bulk carrier."130 
 
 A study by Cook and Fritz (2002) that examined leaching from coal piles and the fate of the 
leachate is presented (p. 2), and the Golder Associates report highlights the effects of the 
surroundings on the chemicals emanating from the pile.  The cited study concluded by saying,  

 
"data obtained from groundwater monitoring at Wade Utility Plant reflect a site in 
which the impacts of coal-pile leachate are largely ameliorated by carbonate 
mineral dissolution and by dilution.  This is supported by near-neutral 
groundwater pH, minimal concentrations of metals, and limited geographic extent 
of sulfate contamination.  However, a significant accumulation of trace metals in 
recharge pond sediments indicates that the site is not completely immune to the 
negative impacts of coal-pile leachate.  Without the ameliorating effects of 
carbonate minerals to neutralize acid leachate and immobilize trace elements, 
above-ground storage of coal piles in non-carbonate terrain may be compromising 
the water quality of underlying aquifers."131 

 
 The soil and groundwater properties are important to consider, because in the absence of 
carbonate material, it is more likely that coal dust leachates could degrade the groundwater.  It is 
unknown if similar soils exist at the Port of Morrow, and whether they are similar enough to 
ameliorate the leachate.  If there is a groundwater table that absorbs polluted leachate, it will 
likely be transmitted to the adjacent Columbia River, where ESA-listed fish live.   
 
 Nitrogen pollution from coal in the form of ammonium (inorganic nitrogen, the NH4+ ion, 
formed from ammonia, NH3) is discussed.  The Golder Associates report states, "dissolved 
inorganic nitrogen species can be removed from the water through a variety of processes, such as 
exposure to sediments and plant communities (Smith et al. 2009)" (p. 2).  The study by Smith, et 
al. is an examination of polluted water produced from coal bed natural gas (CBNG) extraction in 
                                                 
128 Wright, D.A.  Trace Metal and Major Ion Interactions in Aquatic Animals.  Marine Pollution Bulletin, Vol. 31, 
Nos l-3, pp. 8-18, 1995. 
129 Cabon, J.Y., et al.  Study of trace metal leaching from coals into seawater.  Chemosphere 69 (2007) 1100–1110. 
130 Lucas, S.A, and J. Planner.  Grounded or submerged bulk carrier:  The potential for leaching of coal trace 
elements to seawater.  Marine Pollution Bulletin 64 (2012) 1012-1017. 
131 Cook, A.M, and S.J. Fritz.  Environmental Impacts of Acid Leachate Derived from Coal-Storage Piles upon 
Groundwater.  Water, Air, and Soil Pollution 135: 371–388, 2002. 
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the Powder River Basin of Wyoming.  It describes the dynamics of dissolved inorganic nitrogen 
(DIN) over time and the differences in the form of nitrogen detected in tributaries to the Powder 
River.  The study found by chance that one tributary, "trib B," showed a net removal of nitrogen:  
 

"The load calculations further emphasize that a substantial amount of the source 
ammonium N was removed during transport through the trib B channel but 
virtually none was removed in the longer trib C channel.  This difference is 
attributed primarily to the presence of dense stands of grasses in the trib B 
channel.  Nitrification, ammonium assimilation, and nitrate reduction all appear to 
be more active in the trib B channel."132 

 
 The effect described by the author is similar to nitrogen uptake in wetlands used for 
wastewater treatment.  The study also said, "overall, it appears that the Burger Draw daily 
summertime contribution to the Powder River was about 23 kg of DIN in 2003 (Table 3).  This 
load is a substantial contribution to the entire Powder River DIN load at Burger Draw."133  
"Management strategies for disposal of CBNG-produced water rarely consider downstream 
nitrogen effects.  The results of this study clearly indicate that CBNG-associated DIN was being 
delivered from Burger Draw to the Powder River.  The net result is an increased potential for 
eutrophication, though relatively little is specifically known about in-stream nitrogen cycling in 
this semiarid region."134   
 
 It is important to note that the mining water came into contact with coal, became rich in 
ammonium, and presents the ecological threat of eutrophication (excess nutrients) to downstream 
aquatic communities.  If the runoff from the 29,000 tons of coal being stored in the rail cars 
produces the same effect, it is possible that portions of the Columbia River or other receiving 
bodies could experience eutrophication.   
 
 The Golder Associates report further discusses CBNG water use:  "relatively low-flow 
(ephemeral stream) surface waters that receive coal bed-impacted water have been proposed for 
use as agricultural and livestock or wildlife drinking water (Jackson and Reddy 2007), 
suggesting negligible risk from a discrete nitrogen loading incident on a large river system" (p. 
2).  In other words, because the water is proposed for animal and crop use, it must be okay to 
dump into the Columbia River.  That implication begs the question, if the coal-affected water 
was not safe for drinking, would it still be okay to dump it into the Columbia River? 
 
 Most of the water from the cited study is not safe for human drinking, or for aquatic life, and 
may become unsafe for animal and agricultural use, as the author of the study points out:   
 

"The most restrictive use, based solely on trace metal concentrations, is aquatic 
life.  Most CBNG produced water samples exceeded the aquatic life criteria for Al 

                                                 
132 Smith, R.L., et al.  Geochemistry of Inorganic Nitrogen in Waters Released from Coal-Bed Natural Gas 
Production Wells in the Powder River Basin, Wyoming.  Environ. Sci. Technol. 2009, 43, 2348–2354. 
133 Smith, R.L., et al.  Geochemistry of Inorganic Nitrogen in Waters Released from Coal-Bed Natural Gas 
Production Wells in the Powder River Basin, Wyoming.  Environ. Sci. Technol. 2009, 43, 2348–2354. 
134 Smith, R.L., et al.  Geochemistry of Inorganic Nitrogen in Waters Released from Coal-Bed Natural Gas 
Production Wells in the Powder River Basin, Wyoming.  Environ. Sci. Technol. 2009, 43, 2348–2354. 
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and Cu.  Based on secondary water quality standards, many CBNG outfall water 
samples are not suitable for human drinking water due to high Fe and Al 
concentrations.  These results suggest that many of the CBNG produced waters 
across the PRB can be used for agriculture and livestock/wildlife drinking 
water."135 
 
"Mean concentrations of Al and Cu decreased over time in disposal ponds, 
whereas Ba, As, and B concentrations increased over time.  Molybdenum 
concentrations remained the same in most watersheds.  Most CBNG-produced 
waters examined were unsuitable for human drinking water and aquatic life, but 
were suitable for agricultural uses and livestock and wildlife drinking water.  If 
the trace elements continue to increase and accumulate in CBNG disposal ponds, 
there may be a point in time when the concentrations of these trace elements 
could exceed standards for agricultural uses and livestock and wildlife drinking 
water."136 

 
 The Golder Associates report mentions coal dust as a source of total suspended solids (TSS), 
and says,  
 

"Fine particulates of coal dust in water could increase the general turbidity (as 
measured by suspended solids, or TSS), based on TSS data for runoff from coal 
storage areas (Tan and Coler 1986, Campbell and Devlin 1997, Curran et al. 
2000).  Clarity of water decreases with increased TSS, and elevated levels of TSS 
have been linked to toxic effects on aquatic organisms (depending on duration and 
concentration of exposure), but given the precautions proposed to minimize coal 
dust entering water bodies from the proposed operations, such elevated levels of 
TSS are not expected to occur" (p. 2-3).   

 
 The Fugitive Coal Dust Impacts section of this document addresses the coal dust risks for the 
proposed Port of Morrow project.  The cited study by Campbell and Devlin 1997 states:   
 

"Coal dust can enter the marine environment around coal ports through storm 
water discharge, coal pile drainage run-off, and when coal dust from storage piles, 
transfer conveyer belts and rail cars becomes airborne and is deposited in the 
surrounding environment (i.e. fugitive coal dust)(Xuan and Robins, 1994). The 
practice of using additives, such as surfactants, in the water being used for surface 
wetting of coal piles can increase the solubility of hydrophobic compounds and 
thus their mobility in the aquatic environment (Enzminger and Ahlert, 1987).  
Coal dust contamination of estuarine habitat can occur around coal loading and 
storage terminals and hence may impinge on vital habitat for juvenile chinook 
salmon (Oncorhynchus tshawytscha)(Levings and Riddell, 1992; Macdonald et 

al., 1988).  Previous studies have shown that low tide use of habitats immediately 

                                                 
135 Jackson, R.E. and K.J. Reddy.  Trace Element Chemistry of Coal Bed Natural Gas Produced Water in the Powder 
River Basin, Wyoming.  Environ Sci Technol Vol. 41, No. 17, 2007, 5953-5959. 
136 Jackson, R.E. and K.J. Reddy.  Trace Element Chemistry of Coal Bed Natural Gas Produced Water in the Powder 
River Basin, Wyoming.  Environ Sci Technol Vol. 41, No. 17, 2007, 5953-5959. 
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surrounding coal ports on the British Columbia coast by juvenile Pacific salmon is 
extensive (Levings, 1985).  Chinook salmon may be exposed to coal-dust-derived 
PAHs through contaminated water and via their food since chironomid larvae, a 
significant food source for juvenile salmon, have been shown to bioaccumulate 
PAHs in estuaries contaminated with coal byproducts (Dickmann et al., 1992).  
The construction and expansion of coal terminals has already exerted some 
pressure on the survival of some stocks of Pacific salmon since this activity has 
reduced the amount of suitable estuarine habitat available for juvenile salmonids 
(Levings, 1985 ; Levings and Riddell, 1992).  The exposure of Pacific salmon to 
pollution is of some concern since it is one of the contributing factors implicated 
in the depletion of some chinook salmon stocks on the West Coast of Canada over 
the past decade (Rogers et al., 1988 and Rogers et al., 1989; Birtwell and 
Kruzynski, 1989; Servizi et al., 1993; Kruzynski et al., 1994)."137 

 
 The study tested juvenile Chinook salmon for genetic responses to the PAHs in coal dust: 
   

"It is clear that coal dust has effects on the expression of several genes in juvenile 
chinook salmon.  It is also possible that these sublethal effects may become 
manifest at higher levels of biological organization.  Coal byproducts and specific 
components found in coal dust leachate have been shown to reduce the growth 
rate of trout (Herbert and Richards, 1963), cause oocyte atresia and reduced 
ovarian growth in crayfish (Sarojini et al., 1995) and to promote DNA adduct 
formation and hepatocellular carcinoma in fish (Hendricks et al., 1985; Varanasi 
et al., 1986; Stein et al., 1990).  It is known that CYP1A1 plays a role in the 
activation of procarcinogens and the formation of DNA adducts (Varanasi et al., 
1986, 1989; Okey, 1990)."138 

 
 Campbell et al. also found that the fish were affected by the coal dust, and that expression of 
a particular gene, L5, can potentially be used as a biomarker test for PAH exposure:   
 

"Since L5 plays such a crucial role in ribosome biogenesis and cellular 
metabolism it is certainly plausible that the altered expression of this gene by 
contaminant exposure may ultimately have physiological consequences.  The 
results of this study also indicate that alterations in the expression of L5 may 
potentially be used as a biomarker of specific PAH exposure in teleosts."139 

 
 The levels of coal dust TSS tested by Campbell et al. were of regulatory significance, and 
may apply to future conditions at the proposed Port of Morrow coal terminal: 
 

                                                 
137 Campbell, P. M.,  R. H. Devlin.  Increased CYP1A1 and ribosomal protein L5 gene expression in a teleost:  The 
response of juvenile chinook salmon to coal dust exposure.  Aquatic Toxicology 38 (1997) 1-15. 
138 Campbell, P. M.,  R. H. Devlin.  Increased CYP1A1 and ribosomal protein L5 gene expression in a teleost:  The 
response of juvenile chinook salmon to coal dust exposure.  Aquatic Toxicology 38 (1997) 1-15. 
139 Campbell, P. M.,  R. H. Devlin.  Increased CYP1A1 and ribosomal protein L5 gene expression in a teleost:  The 
response of juvenile chinook salmon to coal dust exposure.  Aquatic Toxicology 38 (1997) 1-15. 
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"For the 8 day exposure period a static system was utilized: the tanks were filled 
with sea water only or sea water containing either 60 mg L-1, 200 mg L-1 or 500 
mg L-1 coal dust.  These concentrations were chosen since present regulations in 
British Columbia (Environment Canada) limit levels of suspended solids in coal 
terminal effluent to 60 mg L-1 however, consideration is presently being given to a 
request that allowable levels of suspended solids in coal terminal effluent be 
raised to 200 mg L -1."140 

 
 The Golder Associates report later discusses the risk of PAH poisoning via coal dust, saying, 
"Chapman et al (1996) reviewed the available literature and found no evidence of toxicity from 
PAH or other constituents of coal leachate to crabs or fish" (p. 4).   
 
 However, Golder Associates cites the 1997 study by Campbell et al. that states an effect of 
PAH from coal dust leachate on gene expression in juvenile Chinook salmon, as quoted above.  
Campbell et al's lab study showed one element of how PAH from coal dust can affect salmon 
without causing death.  In nature, there is a lot more going on than in the lab, and sub-lethal 
effects can certainly compromise survival in many situations (such as copper affecting smell, but 
not killing the fish).  Just because a fish doesn't die from an exposure in a lab, doesn't mean its 
survival is not adversely affected by it in the wild.   
 
 The Golder Associates report also mentions that PAHs from coal are not biologically 
available, as found by Deepthike et al (2009) (p. 4).  The study by Deepthike et al. uses a PAH-
sensitive bacterial biosensor to assess the bioavailability of PAHs in the Kulthieth Formation 
coal along the Alaska coast.   
 

"The bioreporter used here employs sensor and regulator proteins of a metabolic 
pathway (i.e., not an intracellular pathway for toxicity response) and exhibits 
increasing response with increasing analyte concentration, characteristic of 
chemical approaches, while reflecting the biological system dynamics, 
characteristic of ecotoxicological approaches."  "When PAHs bind to a repressor 
protein, it activates transcription of the reporter gene to produce a reporter 
mRNA, which undergoes translation to produce EGFP, a stable variant of green 
fluorescent protein GFP (vide infra).  Naphthalene was used for calibration, since 
the organism is most sensitive to naphthalene, although it also reacts to 
phenanthrene and some other PAHs." 141 

 
 The authors mixed kaolinite, a solid from which naphthalene is completely bioavailable, with 
varying concentrations of naphthalene as a control, and then prepared test samples with Exxon 
Valdez crude oil (EVCO) and kaolinite, and samples with coal dust.  The EVCO sample was 
obtained from another researcher who had collected it from the ship after it was stranded.  The 
coal samples were collected from the field, "along a vertical section from dipping beds exposed 

                                                 
140 Campbell, P. M.,  R. H. Devlin.  Increased CYP1A1 and ribosomal protein L5 gene expression in a teleost:  The 
response of juvenile chinook salmon to coal dust exposure.  Aquatic Toxicology 38 (1997) 1-15. 
141 Deepthike, H.U. et al.  Unlike PAHs from Exxon Valdez Crude Oil, PAHs from Gulf of Alaska Coals are not 
Readily Bioavailable.  Environ. Sci. Technol. 2009, 43, 5864–5870.  Supporting information on methods and results 
at http://pubs.acs.org/doi/suppl/10.1021/es900734k. 
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on the east side of upper Tyndall Arm and from riverine coal floats (Figure 1).  Exposed coal 
seams range from 6 cm to 1.5 m thick.  Coal samples with a large PAH content range were 
chosen for this study."142  The samples were analyzed for PAH levels, and reported completely in 
the supporting information available on the internet.   
 

"Naphthalene-amended kaolinite samples were prepared by spiking 1 g of 
kaolinite with 20 µL methanolic solutions of naphthalene at various 
concentrations and thoroughly mixing.  Kaolinite samples amended with various 
concentrations of EVCO were prepared likewise by adding a weight-range of 
small portions of the crude oil.  Coal samples were prepared by grinding and 
sieving (100 µm metal sieve).  For coal, varying PAH concentrations were 
obtained by using samples having different natural PAH contents."143 

 
 The preparations were combined with the bioreporter bacteria, incubated, and examined for 
fluorescence.  In conclusion, the authors found that "biological results indicate that PAHs in Icy 
Bay coals are unavailable (Figure 4B), and geological results support this." 
 
 There are several questions about this study that are not addressed by the authors.  One is that 
the concentrations of PAHs found in the EVCO sample are generally one or more orders of 
magnitude higher than the coal samples.  For example, the EVCO sample was assayed to contain 
7.24 x 105 ng naphthalene /g of sample (nanograms per gram;  1 ng = 0.000000001g), but coal 
sample PKC-G had only 1.33 x 103 ng/g.  In the few cases where the EVCO and coal samples 
are the same order of magnitude, the EVCO samples are several times stronger the coal samples.  
No details about the actual mixtures of the samples or levels of treatment are given;  would the 
results have been different with a more concentrated form of coal-derived PAH? 
 
 Another question is whether the study is representative of realistic conditions in nature.  The 
samples were prepared using a minimal medium (MM) with a pH of 6.8 so that the bacteria 
would be able to live.  In nature, organisms may subject coal particles to varying pHs, for 
example in the gut, which in humans has a pH of 2.  Organisms may also combine enzymes with 
the coal particles during digestion, which could differ among species.  It is possible that a 
bacterium at room temperature in near-neutral pH media might absorb and transform compounds 
differently than a vertebrate with a body temperature four times higher and a pH much lower.   
 
 The authors do address the fact that PAHs may be slow to become available and not able to 
be detected by their study, and that those are beyond the scope of their work:   
 

"Due to the high chemical resistance to mass transport (release) of PAHs from the 
coal samples used here, the corresponding dominant desorption kinetics will be 
very slow, obviously much slower than the time scale of measurement employed 

                                                 
142 Deepthike, H.U. et al.  Unlike PAHs from Exxon Valdez Crude Oil, PAHs from Gulf of Alaska Coals are not 
Readily Bioavailable.  Environ. Sci. Technol. 2009, 43, 5864–5870.  Supporting information on methods and results 
at http://pubs.acs.org/doi/suppl/10.1021/es900734k. 
143 Deepthike, H.U. et al.  Unlike PAHs from Exxon Valdez Crude Oil, PAHs from Gulf of Alaska Coals are not 
Readily Bioavailable.  Environ. Sci. Technol. 2009, 43, 5864–5870.  Supporting information on methods and results 
at http://pubs.acs.org/doi/suppl/10.1021/es900734k. 
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here.  We and other authors have addressed this point from many perspectives, 
full consideration of which is beyond the scope of the present manuscript.  In 
brief, it is difficult to extend bioreporter studies past the time periods used here.  
However, most measurements of bioavailability are similarly restricted to 
measurement periods of a few hours or even weeks, i.e., periods equally 
inadequate to slow desorption (many months to years; with reference to the 
Valdez spill, some studies address this point of very slow desorption (13), others 
overlook it).  One highly cited work on chemical extraction demonstrated that the 
bioremediable (i.e., perforce ad hoc bioaccessible) fraction of desorbing PAHs 
over two years is captured in the amount desorbed to Tenax over the same time 
frame as used in the present experiments (44)."144  

 
 A peer-review scientist's opinion of Deepthike et al's research article is mentioned in the 
published version of the article:  "one reviewer of this manuscript mandated mention of another 
possibility for the role of these coals in the environment:  because of their capacity to sorb PAHs, 
rates of other processes of natural attenuation (photooxidation, biodegradation) could be 
diminished, diminishing the immediate PAH burden, but enhancing the persistence of toxic 
PAHs."145  This comment illustrates that the coal can take up other PAHs from surroundings, 
which may be changed by radiation or biological activity, thereby potentially protecting the 
native coal PAH. 
 
 Finally, the authors reiterate their main point of finding, which is very specific:  "bioavailable 
PAHs do not originate from organic-rich source rock associated with the Poul Creek and 
Kulthieth Formations east of Prince William Sound.  EVCO represents the primary known 
source of bioavailable PAHs in the region."146   
 
 In no way do Deepthike et al. state or imply that all PAHs from all coal are biologically 
unavailable, as the Golder Associates report asserts:  "therefore while coal PAH may be ingested 
by oysters (Bender et al 1987) or even bioaccumulated by aquatic insect larvae (Campbell and 
Delvin 1997), the PAH do not pose a toxicological risk to those animals, or others higher in the 
food chain" (p. 4).  The Deepthike et al study was designed to answer a question about a local 
condition, not a world-wide chemical behavior. 
 
 A scientific article completed just prior to the Deepthike et al study reviewed unburnt coal 
PAH studies, and is also cited by Golder Associates.  The authors write,  
 

"Coal-bound native PAH in soils and sediments have been studied to a minor 
extent, despite 30 years of research on PAH in the environment.  Their impact on 

                                                 
144 Deepthike, H.U. et al.  Unlike PAHs from Exxon Valdez Crude Oil, PAHs from Gulf of Alaska Coals are not 
Readily Bioavailable.  Environ. Sci. Technol. 2009, 43, 5864–5870.  Supporting information on methods and results 
at http://pubs.acs.org/doi/suppl/10.1021/es900734k. 
145 Deepthike, H.U. et al.  Unlike PAHs from Exxon Valdez Crude Oil, PAHs from Gulf of Alaska Coals are not 
Readily Bioavailable.  Environ. Sci. Technol. 2009, 43, 5864–5870.  Supporting information on methods and results 
at http://pubs.acs.org/doi/suppl/10.1021/es900734k. 
146 Deepthike, H.U. et al.  Unlike PAHs from Exxon Valdez Crude Oil, PAHs from Gulf of Alaska Coals are not 
Readily Bioavailable.  Environ. Sci. Technol. 2009, 43, 5864–5870.  Supporting information on methods and results 
at http://pubs.acs.org/doi/suppl/10.1021/es900734k. 
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the environment is not well understood.  Unburnt hard / bituminous coal 
emissions from mining activity particularly impact those countries holding large 
coal basins...  Hard coal consists of a macromolecular network phase and a mobile 
phase, and PAH are part of both.  However, the latter phase is of special 
environmental interest because it is more mobile and is expected to have higher 
bioavailability.  Aromatization of coals increases with increasing rank from sub-
bituminous coal to anthracite.  In coals, oil (mobile phase, including 2–6 ring 
PAH) is generated at low to medium hard coal rank from 0.5–1.3% Ro.  In this 
range also maximum PAH concentrations may occur but they also depend on 
origin (e. g. maceral composition).  naphthalene, phenanthrene, chrysene and 
alkylated derivatives are characteristic petrogenic PAH.  To date, it is hardly 
possible to distinguish PAH derived from oil vs. PAH from coal.  If other 
geosorbents such as black carbon are not present at higher levels, limited 
evaporation of naphthalenes compared to the greater losses in other samples may 
be a helpful indicator of the presence of coal...  The data is presently insufficient 
for us to ascertain if native PAH derived from unburnt hard coal particles pose a 
severe risk for humans or organisms of the benthos and soil."147 
 

 Based on this review, the effects of unburnt coal PAHs are yet to be determined, and may or 
may not have negative effects on portions of the ecosystem.  In such cases, especially when 
threatened or endangered species may be exposed to coal PAH (which some studies show has a 
physiological effect), it is best to err on the side of caution and prevent such exposures.   
 
 Conclusions.  It is important to take a close look at toxicological research literature to assess 
the risks of discharging coal into the environment.  The literature presented by Golder Associates 
shows that: 
 
1) dissolved toxic metal ions from coal are bioavailable and transformable by bacteria;   
2) carbonate-poor soils present a risk of groundwater contamination from metals leached from 
coal; 
3) nitrogen pollution of water in contact with coal can occur, and pose a threat to water quality; 
4) water in contact with coal can contain levels of aluminum, copper, and iron that are unsafe for 
human consumption and harmful to aquatic life; 
5) surfactants used to control coal dust can increase the mobility of coal compounds into the 
aquatic environment; 
6) coal dust contamination around coal loading terminals may impinge on vital habitat for 
juvenile Chinook salmon; 
7) chironomid flies bioaccumulate PAHs which may become available to juvenile Chinook 
salmon via digestion; 
8) coal terminal construction has exerted pressure on Pacific salmon by polluting estuaries; 
9) pollution is implicated in depletion of some Chinook salmon stocks in Canada over the past 
decade; 
10) PAHs in coal effect the expression of several genes in juvenile Chinook salmon; 
11) coal dust leachate has been shown to reduce the growth rate of trout; 

                                                 
147 Achten, C and T. Hofmann.  Native polycyclic aromatic hydrocarbons (PAH) in coals - A hardly recognized 
source of environmental contamination.  Science of the Total Environment 407 (2009) 2461-2473. 
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12) expression of gene L5 in teleost fish may potentially be used as a biomarker of PAH 
exposure; 
13) sub-lethal effects may occur from exposure to coal constituents; 
14) coal in the environment may sorb PAHs from the surroundings, which may prevent the 
native coal PAHs from reacting; 
15) bioavailable PAHs from coal may be limited; 
16) more research is needed to fully understand the biological risks of PAHs in coal. 
 
 A more detailed toxicological review should be performed, and should address the forms and 
reactivity of pollutants in the environment.  Compounds can change in form from largely inert to 
bioavailable when subjected to different conditions, and if those conditions occur in the 
ecosystem near the proposed coal terminal, then they present a risk to organisms.  When 
information on the effects of pollutants are lacking or imprecise, the activities producing those 
pollutants should be prevented because of the potential to directly or indirectly harm listed 
species such as Chinook salmon. 
 
IV.  Conclusions 

 
 The proposed coal terminal has the potential to release harmful substances into the 
environment.  The coal dust generated by the operations may be much greater than discussed in 
the application.  Impacts to fish could occur as a result of physical and chemical discharges from 
the proposed shipping terminal.  Process water could also pose a risk, but more information is 
required to assess the potential for ecological harm.  Stormwater could become polluted from 
coal in rail cars, and/or from the rail operations at the proposed terminal.  The applicant's 
toxicology report contains information on scientific studies that has higher value when explained 
in greater detail.   
 
Sincerely, 
 

 
Joseph D. Leyda, MA 
Professional Wetland Scientist 
Certified Ecologist 
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Global Climate Change Impacts in the United States About this Report

What is this report?

This report summarizes the science of climate change 
and the impacts of climate change on the United States, 
now and in the future. It is largely based on results of 
the U.S. Global Change Research Program (USGCRP),a 
and integrates those results with related research from 
around the world. This report discusses climate-related 
impacts for various societal and environmental sec-
tors and regions across the nation. It is an authoritative 
scientific report written in plain language, with the goal 
of better informing public and private decision making 
at all levels.

Who called for it, who wrote it, and who 
approved it?

The USGCRP called for this report. An expert team of 
scientists operating under the authority of the Federal 
Advisory Committee Act, assisted by communication 
specialists, wrote the document. The report was exten-
sively reviewed and revised based on comments from 
experts and the public. The report was approved by its 
lead USGCRP Agency, the National Oceanic and Atmo-
spheric Administration, the other USGCRP agencies, 
and the Committee on the Environment and Natural Re-
sources on behalf of the National Science and Technol-
ogy Council.b This report meets all Federal requirements 
associated with the Information Quality Act, including 
those pertaining to public comment and transparency. 

What are its sources?

The report draws from a large body of scientific in-
formation. The foundation of this report is a set of 21 
Synthesis and Assessment Products (SAPs), which were 
designed to address key policy-relevant issues in climate 
science (see page 161); several of these were also sum-
marized in the Scientific Assessment of the Effects of 
Climate Change on the United States published in 2008. 
In addition, other peer-reviewed scientific assessments 
were used, including those of the Intergovernmental 
Panel on Climate Change, the U.S. National Assessment 
of the Consequences of Climate Variability and Change, 
the Arctic Climate Impact Assessment, the National 
Research Council’s Transportation Research Board 
report on the Potential Impacts of Climate Change on 
U.S. Transportation, and a variety of regional climate 
impact assessments. These assessments were augmented 
with government statistics as necessary (such as popula-
tion census and energy usage) as well as publicly avail-
able observations and peer-reviewed research published 
through the end of 2008. This new work was carefully 
selected by the author team with advice from expert re-
viewers to update key aspects of climate change science 
relevant to this report. The icons on the bottom of this 
page represent some of the major sources drawn upon 
for this synthesis report.  

On the first page of each major section, the sources 
primarily drawn upon for that section are shown using 
these icons. Endnotes, indicated by superscript numbers 
and compiled at the end of the book, are used for specific 
references throughout the report.

a. The U.S. Global Change Research Program (USGCRP), which was established in 1990 by the Global Change Research Act, encompasses the Climate Change 
Science Program (CCSP).
b. A description of the National Science and Technology Council (NSTC) can be found at www.ostp.gov/cs/nstc.

See page 161 for descriptions of these sources.
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Does this report deal with options for 
responding to climate change?

While the primary focus of this report is on the 
impacts of climate change in the United States, 
it also deals with some of the actions society is 
already taking or can take to respond to the climate 
challenge. Responses to climate change fall into two 
broad categories. The first involves “mitigation” 
measures to reduce climate change by, for example, 
reducing emissions of heat-trapping gases and par-
ticles, or increasing removal of heat-trapping gases 
from the atmosphere. The second involves “adapta-
tion” measures to improve our ability to cope with 
or avoid harmful impacts and take advantage of 
beneficial ones, now and in the future. Both of these 
are necessary elements of an effective response 
strategy. These two types of responses are linked in 
that more effective mitigation measures reduce the 
amount of climate change, and therefore the need 
for adaptation. 

This report underscores the importance of mitiga-
tion by comparing impacts resulting from higher 
versus lower emissions scenarios. The report shows 
that choices made about emissions in the next few 
decades will have far-reaching consequences for 
climate change impacts. Over the long term, lower 
emissions will lessen both the magnitude of climate 
change impacts and the rate at which they appear. 

While the report underscores the importance of 
mitigation as an essential part of the nation’s climate 
change strategy, it does not evaluate mitigation 
technologies or undertake an analysis of the ef-
fectiveness of various approaches. These issues are 
the subject of ongoing studies by the U.S. Govern-
ment’s Climate Change Technology Program and 
several federal agencies including the Department 
of Energy, Environmental Protection Agency, 
National Oceanic and Atmospheric Administration, 
Department of Transportation, and Department of 
Agriculture. The range of mitigation responses be-
ing studied includes more efficient production and 
use of energy, increased use of non-carbon-emitting 
energy sources, and carbon capture and storage.

Adaptation options also have the potential to moder-
ate harmful impacts of current and future climate 
variability and change. While this report does ad-
dress adaptation, it does not do so comprehensively. 

Rather, in the context of impacts, this report identi-
fies examples of actions currently being pursued 
in various sectors and regions to address climate 
change, as well as other environmental problems 
that could be exacerbated by climate change such as 
urban air pollution and heat waves. In most cases, 
there is currently insufficient peer-reviewed infor-
mation to evaluate the practicality, effectiveness, 
costs, or benefits of these measures, highlighting a 
need for research in this area. Thus, the discussion 
of various public and private adaptation examples 
should not be viewed as an endorsement of any 
particular option, but rather as illustrative examples 
of approaches being tried. 

How is the likelihood of various 
outcomes expressed given that the 
future is not certain? 

When it is considered necessary to express a range 
of possible outcomes and identify the likelihood 
of particular impacts, this report takes a plain-
language approach to expressing the expert judg-
ment of the author team based on the best available 
evidence. For example, an outcome termed “likely” 
has at least a two-thirds chance of occurring; an 
outcome termed “very likely,” at least a 90 percent 
chance.1 In using these terms, the Federal Advisory 
Committee has taken into consideration a wide 
range of information, including the strength and 
consistency of the observed evidence, the range and 
consistency of model projections, the reliability of 
particular models as tested by various methods, and 
most importantly, the body of work addressed in 
earlier synthesis and assessment reports. Key sourc-
es of information used to develop these character-
izations of uncertainty are referenced in endnotes. 

How does this report address 
incomplete scientific understanding?

This assessment identifies areas in which scientific 
uncertainty limits our ability to estimate future 
climate change and its impacts. The section on An 
Agenda for Climate Impacts Science at the end of 
this report highlights some of these areas.
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Observations show that warming of the climate is unequivocal. The global 
warming observed over the past 50 years is due primarily to human-induced 
emissions of heat-trapping gases. These emissions come mainly from the 
burning of fossil fuels (coal, oil, and gas), with important contributions from 
the clearing of forests, agricultural practices, and other activities.

Warming over this century is projected to be considerably greater than 
over the last century. The global average temperature since 1900 has risen 
by about 1.5ºF. By 2100, it is projected to rise another 2 to 11.5ºF. The U.S. 
average temperature has risen by a comparable amount and is very likely 
to rise more than the global average over this century, with some variation 
from place to place. Several factors will determine future temperature 
increases. Increases at the lower end of this range are more likely if global 
heat-trapping gas emissions are cut substantially. If emissions continue to 
rise at or near current rates, temperature increases are more likely to be near 
the upper end of the range. Volcanic eruptions or other natural variations 

could temporarily counteract some of the human-induced warming, slowing the rise in global 
temperature, but these effects would only last a few years.

Reducing emissions of carbon dioxide would lessen warming over this century and beyond. Siz-
able early cuts in emissions would significantly reduce the pace and the overall amount of climate 
change. Earlier cuts in emissions would have a greater effect in reducing climate change than com-
parable reductions made later. In addition, reducing emissions of some shorter-lived heat-trapping 
gases, such as methane, and some types of particles, such as soot, would begin to reduce warming 
within weeks to decades. 

Climate-related changes have already been observed globally and in the United States. These 
include increases in air and water temperatures, reduced frost days, increased frequency and inten-
sity of heavy downpours, a rise in sea level, and reduced snow cover, glaciers, permafrost, and sea 
ice. A longer ice-free period on lakes and rivers, lengthening of the growing season, and increased 
water vapor in the atmosphere have also been observed. Over the past 30 years, temperatures have 
risen faster in winter than in any other season, with average winter temperatures in the Midwest 
and northern Great Plains increasing more than 7ºF. Some of the changes have been faster than 
previous assessments had suggested.

These climate-related changes are expected to continue while new ones develop. Likely future 
changes for the United States and surrounding coastal waters include more intense hurricanes with 
related increases in wind, rain, and storm surges (but not necessarily an increase in the number of 
these storms that make landfall), as well as drier conditions in the Southwest and Caribbean. These 
changes will affect human health, water supply, agriculture, coastal areas, and many other aspects 
of society and the natural environment.

This report synthesizes information from a wide variety of scientific assessments (see page 7) and 
recently published research to summarize what is known about the observed and projected conse-
quences of climate change on the United States. It combines analysis of impacts on various sectors 
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such as energy, water, and transportation at the 
national level with an assessment of key impacts on 
specific regions of the United States. For example, 
sea-level rise will increase risks of erosion, storm 
surge damage, and flooding for coastal communi-
ties, especially in the Southeast and parts of Alaska. 
Reduced snowpack and earlier snow melt will alter 
the timing and amount of water supplies, posing 
significant challenges for water resource manage-
ment in the West.

Society and ecosystems can adjust to some climatic 
changes, but this takes time. The projected rapid 
rate and large amount of climate change over this 
century will challenge the ability of society and 
natural systems to adapt. For example, it is difficult 
and expensive to alter or replace infrastructure 
designed to last for decades (such as buildings, 
bridges, roads, airports, reservoirs, and ports) in re-
sponse to continuous and/or abrupt climate change. 

Impacts are expected to become increasingly severe 
for more people and places as the amount of warm-
ing increases. Rapid rates of warming would lead 
to particularly large impacts on natural ecosystems 
and the benefits they provide to humanity. Some of 
the impacts of climate change will be irreversible, 
such as species extinctions and coastal land lost to 
rising seas. 

Unanticipated impacts of increasing carbon dioxide 
and climate change have already occurred and 
more are possible in the future. For example, it has 
recently been observed that the increase in atmo-
spheric carbon dioxide concentration is causing an 
increase in ocean acidity. This reduces the ability of 
corals and other sea life to build shells and skeletons 
out of calcium carbonate. Additional impacts in the 
future might stem from unforeseen changes in the 
climate system, such as major alterations in oceans, 
ice, or storms; and unexpected consequences of 
ecological changes, such as massive dislocations 
of species or pest outbreaks. Unexpected social or 
economic changes, including major shifts in wealth, 
technology, or societal priorities would also affect 
our ability to respond to climate change. Both 
anticipated and unanticipated impacts become more 
challenging with increased warming.

Projections of future climate change come from 
careful analyses of outputs from global climate 
models run on the world’s most advanced comput-
ers. The model simulations analyzed in this report 
used plausible scenarios of human activity that 
generally lead to further increases in heat-trapping 
emissions. None of the scenarios used in this report 
assumes adoption of policies explicitly designed to 
address climate change. However, the level of emis-
sions varies among scenarios because of differences 
in assumptions about population, economic activity, 
choice of energy technologies, and other factors. 
Scenarios cover a range of emissions of heat-trap-
ping gases, and the associated climate projections 
illustrate that lower emissions result in less climate 
change and thus reduced impacts over this century 
and beyond. Under all scenarios considered in 
this report, however, relatively large and sustained 
changes in many aspects of climate are projected by 
the middle of this century, with even larger changes 
by the end of this century, especially under higher 
emissions scenarios. 

In projecting future conditions, there is always 
some level of uncertainty. For example, there is a 
high degree of confidence in projections that future 
temperature increases will be greatest in the Arctic 
and in the middle of continents. For precipitation, 
there is high confidence in projections of continued 
increases in the Arctic and sub-Arctic (including 
Alaska) and decreases in the regions just outside 
the tropics, but the precise location of the transition 
between these is less certain. At local to regional 
scales and on time frames up to a few years, natural 
climate variations can be relatively large and can 
temporarily mask the progressive nature of global 
climate change. However, the science of making 
skillful projections at these scales has progressed 
considerably, allowing useful information to be 
drawn from regional climate studies such as those 
highlighted in this report. 

This report focuses on observed and projected 
climate change and its impacts on the United States. 
However, a discussion of these issues would be 
incomplete without mentioning some of the actions 
society can take to respond to the climate chal-
lenge. The two major categories are “mitigation” 
and “adaptation.” Mitigation refers to options for 
limiting climate change by, for example, reducing 
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heat-trapping emissions such as carbon dioxide, 
methane, nitrous oxide, and halocarbons, or re-
moving some of the heat-trapping gases from the 
atmosphere. Adaptation refers to changes made 
to better respond to present or future climatic and 
other environmental conditions, thereby reducing 
harm or taking advantage of opportunity. Effective 
mitigation measures reduce the need for adaptation. 
Mitigation and adaptation are both essential parts of 
a comprehensive climate change response strategy. 

Carbon dioxide emissions are a primary focus of 
mitigation strategies. These include improving 
energy efficiency, using energy sources that do not 
produce carbon dioxide or produce less of it, captur-
ing and storing carbon dioxide from fossil fuel use, 
and so on. Choices made about emissions reductions 
now and over the next few decades will have far-
reaching consequences for climate-change impacts. 
The importance of mitigation is clear in compari-
sons of impacts resulting from higher versus lower 
emissions scenarios considered in this report. Over 
the long term, lower emissions will lessen both the 
magnitude of climate-change impacts and the rate 
at which they appear. Smaller climate changes that 
come more slowly make the adaptation challenge 
more tractable.

However, no matter how aggressively heat-trapping 
emissions are reduced, some amount of climate 
change and resulting impacts will continue due to 
the effects of gases that have already been released. 
This is true for several reasons. First, some of these 
gases are very long-lived and the levels of atmo-
spheric heat-trapping gases will remain elevated for 
hundreds of years or more. Second, the Earth’s vast 
oceans have absorbed much of the heat added to the 
climate system due to the increase in heat-trapping 
gases, and will retain that heat for many decades. 
In addition, the factors that determine emissions, 
such as energy-supply systems, cannot be changed 
overnight. Consequently, there is also a need  
for adaptation. 

Adaptation can include a wide range of activities. 
Examples include a farmer switching to growing 
a different crop variety better suited to warmer or 
drier conditions; a company relocating key busi-
ness centers away from coastal areas vulnerable 
to sea-level rise and hurricanes; and a community 

altering its zoning and building codes to place fewer 
structures in harm’s way and making buildings 
less vulnerable to damage from floods, fires, and 
other extreme events. Some adaptation options that 
are currently being pursued in various regions and 
sectors to deal with climate change and/or other 
environmental issues are identified in this report. 
However, it is clear that there are limits to how 
much adaptation can achieve.

Humans have adapted to changing climatic condi-
tions in the past, but in the future, adaptations will 
be particularly challenging because society won’t be 
adapting to a new steady state but rather to a rapidly 
moving target. Climate will be continually chang-
ing, moving at a relatively rapid rate, outside the 
range to which society has adapted in the past. The 
precise amounts and timing of these changes will 
not be known with certainty. 

In an increasingly interdependent world, U.S. 
vulnerability to climate change is linked to the fates 
of other nations. For example, conflicts or mass 
migrations of people resulting from food scarcity 
and other resource limits, health impacts, or envi-
ronmental stresses in other parts of the world could 
threaten U.S. national security. It is thus difficult to 
fully evaluate the impacts of climate change on the 
United States without considering the consequences 
of climate change elsewhere. However, such analy-
sis is beyond the scope of this report.

Finally, this report identifies a number of areas in 
which inadequate information or understanding 
hampers our ability to estimate future climate 
change and its impacts. For example, our knowl-
edge of changes in tornadoes, hail, and ice storms 
is quite limited, making it difficult to know if 
and how such events have changed as climate has 
warmed, and how they might change in the future. 
Research on ecological responses to climate change 
is also limited, as is our understanding of social 
responses. The section titled An Agenda for Climate 
Impacts Science at the end of this report offers some 
thoughts on the most important ways to improve our 
knowledge. Results from such efforts would inform 
future assessments that continue building our 
understanding of humanity’s impacts on climate, 
and climate’s impacts on us.
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1. Global warming is unequivocal and primarily human-induced.
Global temperature has increased over the past 50 years. This observed increase is due primarily to human-
induced emissions of heat-trapping gases. (p. 13)

2. Climate changes are underway in the United States and are projected to grow.
Climate-related changes are already observed in the United States and its coastal waters. These include increases 
in heavy downpours, rising temperature and sea level, rapidly retreating glaciers, thawing permafrost, lengthening 
growing seasons, lengthening ice-free seasons in the ocean and on lakes and rivers, earlier snowmelt, and  
alterations in river flows. These changes are projected to grow. (p. 27)

3. Widespread climate-related impacts are occurring now and are expected to increase.
Climate changes are already affecting water, energy, transportation, agriculture, ecosystems, and health. These 
impacts are different from region to region and will grow under projected climate change. (p. 41-106, 107-152)

4. Climate change will stress water resources.
Water is an issue in every region, but the nature of the potential impacts varies. Drought, related to reduced 
precipitation, increased evaporation, and increased water loss from plants, is an important issue in many regions, 
especially in the West. Floods and water quality problems are likely to be amplified by climate change in most 
regions. Declines in mountain snowpack are important in the West and Alaska where snowpack provides vital 
natural water storage. (p. 41, 129, 135, 139)

5. Crop and livestock production will be increasingly challenged.
Many crops show positive responses to elevated carbon dioxide and low levels of warming, but higher levels of 
warming often negatively affect growth and yields. Increased pests, water stress, diseases, and weather extremes 
will pose adaptation challenges for crop and livestock production. (p. 71)

6. Coastal areas are at increasing risk from sea-level rise and storm surge.
Sea-level rise and storm surge place many U.S. coastal areas at increasing risk of erosion and flooding, especially 
along the Atlantic and Gulf Coasts, Pacific Islands, and parts of Alaska. Energy and transportation infrastructure 
and other property in coastal areas are very likely to be adversely affected. (p. 111, 139, 145, 149)

7. Risks to human health will increase.
Harmful health impacts of climate change are related to increasing heat stress, waterborne diseases, poor air qual-
ity, extreme weather events, and diseases transmitted by insects and rodents. Reduced cold stress provides some 
benefits. Robust public health infrastructure can reduce the potential for negative impacts. (p. 89)

8. Climate change will interact with many social and environmental stresses.
Climate change will combine with pollution, population growth, overuse of resources, urbanization, and other 
social, economic, and environmental stresses to create larger impacts than from any of these factors alone. (p. 99)

9. Thresholds will be crossed, leading to large changes in climate and ecosystems.
There are a variety of thresholds in the climate system and ecosystems. These thresholds determine, for example, 
the presence of sea ice and permafrost, and the survival of species, from fish to insect pests, with implications for 
society. With further climate change, the crossing of additional thresholds is expected. (p. 76, 82, 115, 137, 142) 

10. Future climate change and its impacts depend on choices made today.
The amount and rate of future climate change depend primarily on current and future human-caused emissions 
of heat-trapping gases and airborne particles. Responses involve reducing emissions to limit future warming, and 
adapting to the changes that are unavoidable. (p. 25, 29) 

Key Findings
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Key Messages:
Human activities have led to large increases in heat-trapping gases over the • 
past century.
Global average temperature and sea level have increased, and precipitation • 
patterns have changed.
The global warming of the past 50 years is due primarily to human-induced • 
increases in heat-trapping gases. Human “fingerprints” also have been 
identified in many other aspects of the climate system, including changes in 
ocean heat content, precipitation, atmospheric moisture, and Arctic sea ice.  
Global temperatures are projected to continue to rise over this century; by • 
how much and for how long depends on a number of factors, including the 
amount of heat-trapping gas emissions and how sensitive the climate is to 
those emissions.

Global Climate Change Impacts in the United States Global Climate Change

This introduction to global climate 
change explains very briefly what has 
been happening to the world’s climate 
and why, and what is projected to 
happen in the future. While this report 
focuses on climate change impacts in 
the United States, understanding these 
changes and their impacts requires  
an understanding of the global  
climate system. 

Many changes have been observed in 
global climate over the past century. 
The nature and causes of these changes 
have been comprehensively chronicled 
in a variety of recent reports, such as 
those by the Intergovernmental Panel 
on Climate Change (IPCC) and the 
U.S. Climate Change Science Program 
(CCSP). This section does not intend to 
duplicate these comprehensive efforts, 
but rather to provide a brief synthesis, 
and to integrate more recent work with 
the assessments of the IPCC, CCSP, 
and others. 

Key Sources

800,000 Year Record of Carbon Dioxide Concentration

Lüthi et al.; Tans; IIASA2

Analysis of air bubbles trapped in an Antarctic ice core extending back 800,000 years 
documents the Earth’s changing carbon dioxide concentration. Over this long period, 
natural factors have caused the atmospheric carbon dioxide concentration to vary 
within a range of about 170 to 300 parts per million (ppm). Temperature-related data 
make clear that these variations have played a central role in determining the global 
climate. As a result of human activities, the present carbon dioxide concentration of 
about 385 ppm is about 30 percent above its highest level over at least the last 800,000 
years. In the absence of strong control measures, emissions projected for this century 
would result in the carbon dioxide concentration increasing to a level that is roughly 
2 to 3 times the highest level occurring over the glacial-interglacial era that spans the 
last 800,000 or more years.
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Human activities have led to large 
increases in heat-trapping gases over 
the past century. 

The Earth’s climate depends on the functioning of a 
natural “greenhouse effect.” This effect is the result 
of heat-trapping gases (also known as greenhouse 
gases) like water vapor, carbon dioxide, ozone, 
methane, and nitrous oxide, which absorb heat radi-
ated from the Earth’s surface and lower atmosphere 
and then radiate much of the energy back toward 
the surface. Without this natural greenhouse effect, 
the average surface temperature of the Earth would 
be about 60°F colder. However, human activities 
have been releasing additional heat-trapping gases, 
intensifying the natural greenhouse effect, thereby 
changing the Earth’s climate.

Climate is influenced by a variety of factors, both 
human-induced and natural. The increase in the 
carbon dioxide concentration has been the principal 
factor causing warming over the past 50 years. Its 
concentration has been building up in the Earth’s 
atmosphere since the beginning of the industrial 
era in the mid-1700s, primarily due to the burn-
ing of fossil fuels (coal, oil, and natural gas) and 
the clearing of forests. Human activities have also 
increased the emissions of other greenhouse gases, 
such as methane, nitrous oxide, and halocarbons.3 

These emissions are thickening the blanket of 
heat-trapping gases in Earth’s atmosphere, causing 
surface temperatures to rise.

Heat-trapping gases
Carbon dioxide concentration has increased due 
to the use of fossil fuels in electricity generation, 
transportation, and industrial and household uses. 
It is also produced as a by-product during the 
manufacturing of cement. Deforestation provides a 
source of carbon dioxide and reduces its uptake by 
trees and other plants. Globally, over the past sev-
eral decades, about 80 percent of human-induced 
carbon dioxide emissions came from the burning 
of fossil fuels, while about 20 percent resulted from 
deforestation and associated agricultural practices. 
The concentration of carbon dioxide in the atmo-
sphere has increased by roughly 35 percent since 
the start of the industrial revolution.3

Methane concentration has increased mainly as 
a result of agriculture; raising livestock (which 
produce methane in their digestive tracts); mining, 
transportation, and use of certain fossil fuels; sew-
age; and decomposing garbage in landfills. About 
70 percent of the emissions of atmospheric methane 
are now related to human activities.4 

Nitrous oxide concentration is increasing as a re-
sult of fertilizer use and fossil fuel burning. 

Halocarbon emissions come from the 
release of certain manufactured chemi-
cals to the atmosphere. Examples include 
chlorofluorocarbons (CFCs), which were 
used extensively in refrigeration and for 
other industrial processes before their pres-
ence in the atmosphere was found to cause 
stratospheric ozone depletion. The abun-
dance of these gases in the atmosphere is 
now decreasing as a result of international 
regulations designed to protect the ozone 
layer. Continued decreases in ozone-deplet-
ing halocarbon emissions are expected to 
reduce their relative influence on climate 
change in the future.3,5 Many halocarbon 
replacements, however, are potent green-
house gases, and their concentrations  
are increasing.6 

Increases in concentrations of these gases since 1750 are due to human activities 
in the industrial era. Concentration units are parts per million (ppm) or parts per 
billion (ppb), indicating the number of molecules of the greenhouse gas per million 
or billion molecules of air.

Forster et al.3;Blasing7

2,000 Years of Greenhouse Gas Concentrations
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Another type of aerosol, often referred to as soot 
or black carbon, absorbs incoming sunlight and 
traps heat in the atmosphere. Thus, depending on 
their type, aerosols can either mask or increase the 
warming caused by increased levels of greenhouse 
gases.13 On a globally averaged basis, the sum of 
these aerosol effects offsets some of the warming 
caused by heat-trapping gases.10 

The effects of various greenhouse gases and 
aerosol particles on Earth’s climate depend in part 
on how long these gases and particles remain in 
the atmosphere. After emission, the atmospheric 
concentration of carbon dioxide remains elevated 
for thousands of years, and that of methane for 
decades, while the elevated concentrations of aero-
sols only persist for days to weeks.11,12 The climate 
effects of reductions in emissions of carbon dioxide 
and other long-lived gases do not become apparent 
for at least several decades. In contrast, reductions 
in emissions of short-lived compounds can have a 
rapid, but complex effect since the geographic pat-
terns of their climatic influence and the resulting 
surface temperature responses are quite different. 
One modeling study found that while the greatest 
emissions of short-lived pollutants in summertime 
by late this century are projected to come from 
Asia, the strongest climate response is projected to 
be over the central United States.13 

Human activities have also changed the land sur-
face in ways that alter how much heat is reflected 
or absorbed by the surface. Such changes include 
the cutting and burning of forests, the replacement 
of other areas of natural vegetation with agricul-
ture and cities, and large-scale irrigation. These 
transformations of the land surface can cause local 
(and even regional) warming or cooling. Globally, 
the net effect of these changes has probably been a 
slight cooling of the Earth’s surface over the past 
100 years.14,15 

Natural influences
Two important natural factors also influence cli-
mate: the Sun and volcanic eruptions. Over the past 
three decades, human influences on climate have 
become increasingly obvious, and global tempera-
tures have risen sharply. During the same period, 
the Sun’s energy output (as measured by satellites 
since 1979) has followed its historical 11-year cycle 

Ozone is a greenhouse gas, and is continually pro-
duced and destroyed in the atmosphere by chemical 
reactions. In the troposphere, the lowest 5 to 10 
miles of the atmosphere near the surface, human 
activities have increased the ozone concentration 
through the release of gases such as carbon mon-
oxide, hydrocarbons, and nitrogen oxides. These 
gases undergo chemical reactions to produce ozone 
in the presence of sunlight. In addition to trapping 
heat, excess ozone in the troposphere causes respi-
ratory illnesses and other human health problems. 

In the stratosphere, the layer above the troposphere, 
ozone exists naturally and protects life on Earth 
from exposure to excessive ultraviolet radiation 
from the Sun. As mentioned previously, halocar-
bons released by human activities destroy ozone 
in the stratosphere and have caused the ozone hole 
over Antarctica.8 Changes in the stratospheric 
ozone layer have contributed to changes in wind 
patterns and regional climates in Antarctica.9

Water vapor is the most important and abundant 
greenhouse gas in the atmosphere. Human activi-
ties produce only a very small increase in water  
vapor through irrigation and combustion process-
es.3 However, the surface warming caused by hu-
man-produced increases in other greenhouse gases 
leads to an increase in atmospheric water vapor, 
since a warmer climate increases evaporation and 
allows the atmosphere to hold more moisture. This 
creates an amplifying “feedback loop,” leading to 
more warming.

Other human influences
In addition to the global-scale climate effects of 
heat-trapping gases, human activities also produce 
additional local and regional effects. Some of these 
activities partially offset the warming caused by 
greenhouse gases, while others increase the warm-
ing. One such influence on climate is caused by 
tiny particles called “aerosols” (not to be confused 
with aerosol spray cans). For example, the burning 
of coal produces emissions of sulfur-containing 
compounds. These compounds form “sulfate aero-
sol” particles, which reflect some of the incoming 
sunlight away from the Earth, causing a cooling 
influence at the surface. Sulfate aerosols also tend 
to make clouds more efficient at reflecting sun-
light, causing an additional indirect cooling effect. 
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of small ups and downs, but with no net increase 
(see figure page 20).16 The two major volcanic erup-
tions of the past 30 years have had short-term cool-
ing effects on climate, lasting 2 to 3 years.17 Thus, 
these natural factors cannot explain the warming of 
recent decades; in fact, their net effect on climate 
has probably been a slight cooling influence over 
this period. Slow changes in Earth’s orbit around 
the Sun and its tilt toward or away from the Sun 
are also a purely natural influence on climate, but 
are only important on timescales from thousands to 
many tens of thousands of years.

The climate changes that have occurred over the 
last century are not solely caused by the human and 
natural factors described above. In addition to these 

influences, there are also fluctuations in climate 
that occur even in the absence of changes in human 
activities, the Sun, or volcanoes. One example is 
the El Niño phenomenon, which has important 
influences on many aspects of regional and global 
climate. Many other modes of variability have been 
identified by climate scientists and their effects 
on climate occur at the same time as the effects of 
human activities, the Sun, and volcanoes.

Carbon release and uptake 
Once carbon dioxide is emitted to the atmosphere, 
some of it is absorbed by the oceans and taken up 
by vegetation, although this storage may be tempo-
rary. About 45 percent of the carbon dioxide emit-
ted by human activities in the last 50 years is now 

stored in the oceans and vegetation. The 
rest has remained in the air, increasing 
the atmospheric concentration.2,3,18 It is 
thus important to understand not only 
how much carbon dioxide is emitted, 
but also how much is taken up, over 
what time scales, and how these sources 
and “sinks” of carbon dioxide might 
change as climate continues to warm. 
For example, it is known from long 
records of Earth’s climate history that 
under warmer conditions, carbon tends 
to be released, for instance, from thaw-
ing permafrost, initiating a feedback 
loop in which more carbon release leads 
to more warming which leads to further 
release, and so on.19,20 

Global emissions of carbon dioxide 
have been accelerating. The growth rate 
increased from 1.3 percent per year in 
the 1990s to 3.3 percent per year be-
tween 2000 and 2006.21 The increasing 
emissions of carbon dioxide are the pri-
mary cause of the increased concentra-
tion of carbon dioxide observed in the 
atmosphere. There is also evidence that 
a smaller fraction of the annual human-
induced emissions is now being taken 
up than in the past, leading to a greater 
fraction remaining in the atmosphere 
and an accelerating rate of increase in 
the carbon dioxide concentration.21 

Major Warming and Cooling Influences on Climate  
1750-2005

The figure above shows the amount of warming influence (red bars) or cooling influence 
(blue bars) that different factors have had on Earth’s climate over the industrial age 
(from about 1750 to the present). Results are in watts per square meter. The longer the 
bar, the greater the influence on climate. The top part of the box includes all the major 
human-induced factors, while the second part of the box includes the Sun, the only 
major natural factor with a long-term effect on climate. The cooling effect of individual 
volcanoes is also natural, but is relatively short-lived (2 to 3 years), thus their influence 
is not included in this figure. The bottom part of the box shows that the total net effect 
(warming influences minus cooling influences) of human activities is a strong warming 
influence. The thin lines on each bar provide an estimate of the range of uncertainty.

Forster et al.3
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Ocean acidification
As the ocean absorbs carbon dioxide from the 
atmosphere, seawater is becoming less alkaline 
(its pH is decreasing) through a process gener-
ally referred to as ocean acidification. The pH of 
seawater has decreased significantly since 1750,22,23 
and is projected to drop much more dramatically by 
the end of the century if carbon dioxide concentra-
tions continue to increase.24 Such ocean acidifica-
tion is essentially irreversible over a time scale of 
centuries. As discussed in the Ecosystems sector 
and Coasts region, ocean acidification affects the 
process of calcification by which living things cre-
ate shells and skeletons, with substantial negative 
consequences for coral reefs, mollusks, and some 
plankton species important to ocean food chains.25 

Global average temperature and sea 
level have increased, and precipitation 
patterns have changed. 

Temperatures are rising 
Global average surface air temperature has in-
creased substantially since 1970.26 The estimated 
change in the average temperature of Earth’s 
surface is based on measurements from thousands 
of weather stations, ships, and buoys around the 
world, as well as from satellites. These measure-
ments are independently compiled, analyzed, and 
processed by different research groups. There are a 
number of important steps in the data processing. 
These include identifying and adjusting for the ef-
fects of changes in the instruments used to measure 
temperature, the measurement times and loca-
tions, the local environment around the measuring 
site, and such factors as satellite orbital drift. For 
instance, the growth of cities can cause localized 
“urban heat island” effects. 

A number of research groups around the world 
have produced estimates of global-scale changes 
in surface temperature. The warming trend that is 
apparent in all of these temperature records is con-
firmed by other independent observations, such as 
the melting of Arctic sea ice, the retreat of moun-
tain glaciers on every continent,27 reductions in the 
extent of snow cover, earlier blooming of plants 
in spring, and increased melting of the Greenland 
and Antarctic ice sheets.28,29 Because snow and ice 

reflect the Sun’s heat, this melting causes more heat 
to be absorbed, which causes more melting, result-
ing in another feedback loop.20

Additionally, temperature measurements above the 
surface have been made by weather balloons since 
the late 1940s, and from satellites since 1979. These 
measurements show warming of the troposphere, 
consistent with the surface warming.30,31 They also 
reveal cooling in the stratosphere.30 This pattern 
of tropospheric warming and stratospheric cooling 
agrees with our understanding of how atmospheric 
temperature would be expected to change in re-
sponse to increasing greenhouse gas concentrations 
and the observed depletion of stratospheric ozone.14

Precipitation patterns are changing
Precipitation is not distributed evenly over the 
globe. Its average distribution is governed primarily 
by atmospheric circulation patterns, the availability 
of moisture, and surface terrain effects. The first 
two of these factors are influenced by temperature. 
Thus, human-caused changes in temperature are 
expected to alter precipitation patterns.

Global annual average temperature (as measured over both land 
and oceans). Red bars indicate temperatures above and blue bars 
indicate temperatures below the average temperature for the period 
1901-2000. The black line shows atmospheric carbon dioxide (CO2) 
concentration in parts per million (ppm). While there is a clear long-
term global warming trend, each individual year does not show a 
temperature increase relative to the previous year, and some years 
show greater changes than others.33 These year-to-year fluctuations 
in temperature are due to natural processes, such as the effects of 
El Niños, La Niñas, and the eruption of large volcanoes.

NOAA/NCDC32

Global Temperature and Carbon Dioxide
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Observations show that such shifts are occur-
ring. Changes have been observed in the amount, 
intensity, frequency, and type of precipitation. 
Pronounced increases in precipitation over the past 
100 years have been observed in eastern North 
America, southern South America, and northern 
Europe. Decreases have been seen in the Mediter-
ranean, most of Africa, and southern Asia. Changes 
in the geographical distribution of droughts and 
flooding have been complex. In some regions, there 
have been increases in the occurrences of both 
droughts and floods.28 As the world warms, north-
ern regions and mountainous areas are experienc-
ing more precipitation falling as rain rather than 
snow.34 Widespread increases in heavy precipitation 
events have occurred, even in places where total 
rain amounts have decreased. These changes are 
associated with the fact that warmer air holds more 
water vapor evaporating from the world’s oceans 
and land surface.31 This increase in atmospheric 
water vapor has been observed from satellites, and 
is primarily due to human influences.35,36 

Sea level is rising
After at least 2,000 years of little change, sea level 
rose by roughly 8 inches over the past century. 
Satellite data available over the past 15 years show 
sea level rising at a rate roughly double the rate 
observed over the past century.37 

There are two principal ways in which 
global warming causes sea level to 
rise. First, ocean water expands as it 
warms, and therefore takes up more 
space. Warming has been observed in 
each of the world’s major ocean basins, 
and has been directly linked to human 
influences.38,39 

Second, warming leads to the melting 
of glaciers and ice sheets, which raises 
sea level by adding water to the oceans. 
Glaciers have been retreating worldwide 
for at least the last century, and the 
rate of retreat has increased in the past 
decade.29,40 Only a few glaciers are actu-
ally advancing (in locations that were 

well below freezing, and where increased precipi-
tation has outpaced melting). The total volume of 
glaciers on Earth is declining sharply. The progres-
sive disappearance of glaciers has implications not 
only for the rise in global sea level, but also for 
water supplies in certain densely populated regions 
of Asia and South America.

The Earth has major ice sheets on Greenland and 
Antarctica. These ice sheets are currently losing 
ice volume by increased melting and calving of 
icebergs, contributing to sea-level rise. The Green-
land Ice Sheet has also been experiencing record 
amounts of surface melting, and a large increase in 
the rate of mass loss in the past decade.41 If the en-
tire Greenland Ice Sheet melted, it would raise sea 
level by about 20 feet. The Antarctic Ice Sheet con-
sists of two portions, the West Antarctic Ice Sheet 
and the East Antarctic Ice Sheet. The West Antarc-
tic Ice Sheet, the more vulnerable to melting of the 
two, contains enough water to raise global sea lev-
els by about 16 to 20 feet.29 If the East Antarctic Ice 
Sheet melted entirely, it would raise global sea level 
by about 200 feet. Complete melting of these ice 
sheets over this century or the next is thought to be 
virtually impossible, although past climate records 
provide precedent for very significant decreases in 
ice volume, and therefore increases in sea level.42,43 

As temperatures have risen, glaciers around the world have shrunk. The graph 
shows the cumulative decline in glacier ice worldwide. 

Cumulative Decrease in Global Glacier Ice

Meier et al.27
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The third line of evidence is based on the broad, 
qualitative consistency between observed changes 
in climate and the computer model simulations 
of how climate would be expected to change in 
response to human activities. For example, when 
climate models are run with historical increases 
in greenhouse gases, they show gradual warming 
of the Earth and ocean surface, increases in ocean 
heat content and the temperature of the lower atmo-
sphere, a rise in global sea level, retreat of  
sea ice and snow cover, cooling of the stratosphere, 
an increase in the amount of atmospheric water 
vapor, and changes in large-scale precipitation and 
pressure patterns. These and other aspects  
of modeled climate change are in agreement  
with observations.14,49 

Finally, there is extensive statistical evidence 
from so-called “fingerprint” studies. Each fac-
tor that affects climate produces a unique pattern 
of climate response, much as each person has a 
unique fingerprint. Fingerprint studies exploit these 
unique signatures, and allow detailed comparisons 
of modeled and observed climate change patterns.44 
Scientists rely on such studies to attribute observed 
changes in climate to a particular cause or set of 
causes. In the real world, the climate changes that 
have occurred since the start of the Industrial Revo-
lution are due to a complex mixture of human and 
natural causes. The importance of each individual 
influence in this mixture changes over time. Of 
course, there are not multiple Earths, which would 
allow an experimenter to change one factor at a 
time on each Earth, thus helping to isolate different 
fingerprints. Therefore, climate models are used 
to study how individual factors affect climate. For 
example, a single factor (like greenhouse gases) or 
a set of factors can be varied, and the response of 
the modeled climate system to these individual or 
combined changes can thus be studied.50 

For example, when climate model simulations of 
the last century include all of the major influences 
on climate, both human-induced and natural, they 
can reproduce many important features of observed 
climate change patterns. When human influences 
are removed from the model experiments, results 
suggest that the surface of the Earth would actu-
ally have cooled slightly over the last 50 years. The 
clear message from fingerprint studies is that the 

The global warming of the past 50 years 
is due primarily to human-induced 
increases in heat-trapping gases. Human 
“fingerprints” also have been identified 
in many other aspects of the climate 
system, including changes in ocean heat 
content, precipitation, atmospheric 
moisture, and Arctic sea ice.

In 1996, the IPCC Second Assessment Report44 
cautiously concluded that “the balance of evi-
dence suggests a discernible human influence on 
global climate.” Since then, a number of national 
and international assessments have come to much 
stronger conclusions about the reality of human 
effects on climate. Recent scientific assessments 
find that most of the warming of the Earth’s surface 
over the past 50 years has been caused by human 
activities.45,46 

This conclusion rests on multiple lines of evi-
dence. Like the warming “signal” that has gradu-
ally emerged from the “noise” of natural climate 
variability, the scientific evidence for a human 
influence on global climate has accumulated over 
the past several decades, from many hundreds of 
studies. No single study is a “smoking gun.” Nor 
has any single study or combination of studies 
undermined the large body of evidence supporting 
the conclusion that human activity is the primary 
driver of recent warming.  

The first line of evidence is our basic physical 
understanding of how greenhouse gases trap heat, 
how the climate system responds to increases in 
greenhouse gases, and how other human and natu-
ral factors influence climate. The second line of ev-
idence is from indirect estimates of climate changes 
over the last 1,000 to 2,000 years. These records are 
obtained from living things and their remains (like 
tree rings and corals) and from physical quantities 
(like the ratio between lighter and heavier isotopes 
of oxygen in ice cores) which change in measurable 
ways as climate changes. The lesson from these 
data is that global surface temperatures over the 
last several decades are clearly unusual, in that they 
were higher than at any time during at least the 
past 400 years.47 For the Northern Hemisphere, the 
recent temperature rise is clearly unusual in at least 
the last 1,000 years.47,48 
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observed warming over the last half-century can-
not be explained by natural factors, and is instead 
caused primarily by human factors.14,50 

Another fingerprint of human effects on 
climate has been identified by looking at a 
slice through the layers of the atmosphere, and 
studying the pattern of temperature changes 
from the surface up through the stratosphere. 
In all climate models, increases in carbon di-
oxide cause warming at the surface and in the 
troposphere, but lead to cooling of the strato-
sphere. For straightforward physical reasons, 
models also calculate that the human-caused 
depletion of stratospheric ozone has had a 
strong cooling effect in the stratosphere. There 
is a good match between the model fingerprint 
in response to combined carbon dioxide and 
ozone changes and the observed pattern of tro-
pospheric warming and stratospheric cooling 
(see figure on next page).14 

In contrast, if most of the observed tempera-
ture change had been due to an increase in 
solar output rather than an increase in green-
house gases, Earth’s atmosphere would have 
warmed throughout its full vertical extent, 
including the stratosphere.9 The observed pat-

tern of atmospheric temperature changes, with its 
pronounced cooling in the stratosphere, is therefore 
inconsistent with the hypothesis that changes in the 
Sun can explain the warming of recent decades. 
Moreover, direct satellite measurements of solar 
output show slight decreases during the recent 
period of warming. 

The earliest fingerprint work51 focused on changes 
in surface and atmospheric temperature. Scientists 
then applied fingerprint methods to a whole range 
of climate variables,50,52 identifying human-caused 
climate signals in the heat content of the oceans,38,39 
the height of the tropopause53 (the boundary be-
tween the troposphere and stratosphere, which has 
shifted upward by hundreds of feet in recent de-
cades), the geographical patterns of precipitation,54 
drought,55 surface pressure,56 and the runoff from 
major river basins.57 

Studies published after the appearance of the 
IPCC Fourth Assessment Report in 2007 have also 
found human fingerprints in the increased levels of 
atmospheric moisture35,36 (both close to the surface 
and over the full extent of the atmosphere), in the 

The blue band shows how global average temperatures would 
have changed due to natural forces only, as simulated by climate 
models. The red band shows model projections of the effects 
of human and natural forces combined. The black line shows 
actual observed global average temperatures. As the blue band 
indicates, without human influences, temperature over the 
past century would actually have first warmed and then cooled 
slightly over recent decades.58 

Separating Human and
Natural Influences on Climate

Hegerl et al.49

The Sun’s energy received at the top of Earth’s atmosphere has 
been measured by satellites since 1978. It has followed its natural 
11-year cycle of small ups and downs, but with no net increase 
(bottom). Over the same period, global temperature has risen 
markedly (top).60 

Measurements of Surface Temperature  
and Sun’s Energy

NOAA/NCDC; Frölich and Lean; Willson and Mordvinov; Dewitte et al.59
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decline of Arctic sea ice extent,61 and in the  
patterns of changes in Arctic and Antarctic  
surface temperatures.62 

The message from this entire body of work is that 
the climate system is telling a consistent story 
of increasingly dominant human influence – the 
changes in temperature, ice extent, moisture, and 
circulation patterns fit together in a physically con-
sistent way, like pieces in a complex puzzle. 

Increasingly, this type of fingerprint work is shift-
ing its emphasis. As noted, clear and compelling 
scientific evidence supports the case for a pro-
nounced human influence 
on global climate. Much 
of the recent attention is 
now on climate changes at 
continental and regional 
scales,64,65 and on variables 
that can have large impacts 
on societies. For example, 
scientists have established 
causal links between human 
activities and the changes in 
snowpack, maximum and 
minimum temperature, and 
the seasonal timing of runoff 
over mountainous regions of 
the western United States.34 
Human activity is likely 
to have made a substantial 
contribution to ocean surface 
temperature changes in hur-
ricane formation regions.66-68 
Researchers are also looking 
beyond the physical climate 
system, and are begin-
ning to tie changes in the 
distribution and seasonal 
behavior of plant and animal 
species to human-caused 
changes in temperature and 
precipitation.69,70 

For over a decade, one aspect 
of the climate change story 
seemed to show a signifi-
cant difference between 
models and observations.14 

In the tropics, all models predicted that with a rise in 
greenhouse gases, the troposphere would be expected 
to warm more rapidly than the surface. Observa-
tions from weather balloons, satellites, and surface 
thermometers seemed to show the opposite behavior 
(more rapid warming of the surface than the tropo-
sphere). This issue was a stumbling block in our un-
derstanding of the causes of climate change. It is now 
largely resolved.71 Research showed that there were 
large uncertainties in the satellite and weather balloon 
data. When uncertainties in models and observations 
are properly accounted for, newer observational data 
sets (with better treatment of known problems) are in 
agreement with climate model results.31,72-75 

Climate simulations of the vertical profile of temperature change due to various factors, and the effect 
due to all factors taken together. The panels above represent a cross-section of the atmosphere from 
the north pole to the south pole, and from the surface up into the stratosphere. The black lines show 
the location of the tropopause, the boundary between the lower atmosphere (troposphere) and the 
stratosphere. 

Patterns of Temperature Change
Produced by Various Atmospheric Factors, 1958-1999

Modified from CCSP SAP 1.163   
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This does not mean, however, that all remain-
ing differences between models and observations 
have been resolved. The observed changes in some 
climate variables, such as Arctic sea ice,61,76 some 
aspects of precipitation,54,77 and patterns of surface 
pressure,56 appear to be proceeding much more 
rapidly than models have projected. The reasons for 
these differences are not well understood. Never-
theless, the bottom-line conclusion from climate 
fingerprinting is that most of the observed changes 
studied to date are consistent with each other, and 
are also consistent with our scientific understand-
ing of how the climate system would be expected 
to respond to the increase in heat-trapping gases 
resulting from human activities.14,49

Scientists are sometimes asked whether extreme 
weather events can be linked to human activities.24 
Scientific research has concluded that human influ-
ences on climate are indeed changing the likelihood 
of certain types of extreme events. For example, 
an analysis of the European summer heat wave of 
2003 found that the risk of such a heat wave is now 
roughly four times greater than it would  
have been in the absence of human-induced  
climate change.68,78 

Like fingerprint work, such analyses of human-
caused changes in the risks of extreme events rely 
on information from climate models, and on our 
understanding of the physics of the climate system. 
All of the models used in this work have imperfec-
tions in their representation of the complexities of 
the “real world” climate system.79,80 These are due 
to both limits in our understanding of the climate 
system, and in our ability to represent its com-
plex behavior with available computer resources. 
Despite this, models are extremely useful, for a 
number of reasons. 

First, despite remaining imperfections, the current 
generation of climate models accurately portrays 
many important aspects of today’s weather pat-
terns and climate.79,80 Models are constantly being 
improved, and are routinely tested against many 
observations of Earth’s climate system. Second, 
the fingerprint work shows that models capture not 
only our present-day climate, but also key features 
of the observed climate changes over the past cen-
tury.47 Third, many of the large-scale observed cli-

mate changes (such as the warming of the surface 
and troposphere, and the increase in the amount 
of moisture in the atmosphere) are driven by very 
basic physics, which is well-represented in mod-
els.35 Fourth, climate models can be used to predict 
changes in climate that can be verified in the real 
world. Examples include the short-term global 
cooling subsequent to the eruption of Mount Pi-
natubo and the stratospheric cooling with increas-
ing carbon dioxide. Finally, models are the only 
tools that exist for trying to understand the climate 
changes likely to be experienced over the course of 
this century. No period in Earth’s geological history 
provides an exact analogue for the climate condi-
tions that will unfold in the coming decades.20 

Global temperatures are projected to 
continue to rise over this century; by 
how much and for how long depends 
on a number of factors, including the 
amount of heat-trapping gas emissions 
and how sensitive the climate is to  
those emissions.

Some continued warming of the planet is projected  
over the next few decades due to past emissions. 
Choices made now will influence the amount of fu-
ture warming. Lower levels of heat-trapping emis-
sions will yield less future warming, while higher 
levels will result in more warming, and more severe 
impacts on society and the natural world.

Emissions scenarios
The IPCC developed a set of scenarios in a Special 
Report on Emissions Scenarios (SRES).81 These 
have been extensively used to explore the potential 
for future climate change. None of these scenarios, 
not even the one called “lower”, includes imple-
mentation of policies to limit climate change or 
to stabilize atmospheric concentrations of heat-
trapping gases. Rather, differences among these 
scenarios are due to different assumptions about 
changes in population, rate of adoption of new 
technologies, economic growth, and other factors. 

The IPCC emission scenarios also do not encom-
pass the full range of possible futures: emissions 
can change less than those scenarios imply, or they 
can change more. Recent carbon dioxide emissions 
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are, in fact, above the highest emissions scenario 
developed by the IPCC82 (see figure below). Wheth-
er this will continue is uncertain.

There are also lower possible emissions paths than 
those put forth by the IPCC. The Framework Con-
vention on Climate Change, to which the United 
States and 191 other countries are signatories, 
calls for stabilizing concentrations of greenhouse 
gases in the atmosphere at a level that would avoid 
dangerous human interference with the climate 
system. What exactly constitutes such interference 
is subject to interpretation. 

A variety of research studies suggest that a further 
2°F increase (relative to the 1980-1999 period)  
would lead to severe, widespread, and irreversible 
impacts.83-85 To have a good chance (but not a guar-
antee) of avoiding temperatures above those levels, 

it has been estimated that atmospheric concentra-
tion of carbon dioxide would need to stabilize in 
the long term at around today’s levels.86-89

Reducing emissions of carbon dioxide would re-
duce warming over this century and beyond. Imple-
menting sizable and sustained reductions in carbon 
dioxide emissions as soon as possible would signif-
icantly reduce the pace and the overall amount of 
climate change, and would be more effective than 
reductions of the same size initiated later. Reducing 
emissions of some shorter-lived greenhouse gases, 
such as methane, and some types of particles, such 
as soot, would begin to reduce the warming influ-
ence within weeks to decades.13 

The graphs below show emissions scenarios and 
resulting carbon dioxide concentrations for three 
IPCC scenarios90,91 and one stabilization scenario.25 

The graphs show recent and projected global emissions of carbon dioxide in gigatons of carbon, on the left, and atmospheric 
concentrations on the right under five emissions scenarios. The top three in the key are IPCC scenarios that assume no explicit 
climate policies (these are used in model projections that appear throughout this report). The bottom line is a “stabilization 
scenario,” designed to stabilize atmospheric carbon dioxide concentration at 450 parts per million. The inset expanded below 
these charts shows emissions for 1990-2010 under the three IPCC scenarios along with actual emissions to 2007 (in black). 

Scenarios of Future Carbon Dioxide
Global Emissions and Concentrations

Nakićenović and Swart; Clarke et al.; Marland et al.; Tans92
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emissions. The range of possible outcomes has 
been explored using a range of different emissions 
scenarios, and a variety of climate models that en-
compass the known range of climate sensitivity.

Changing precipitation patterns
Projections of changes in precipitation largely 
follow recently observed patterns of change, with 
overall increases in the global average but substan-
tial shifts in where and how precipitation falls.90 
Generally, higher latitudes are projected to receive 
more precipitation, while the dry belt that lies just 
outside the tropics expands further poleward,96,97 
and also receives less rain. Increases in tropical 
precipitation are projected during rainy seasons 
(such as monsoons), and especially over the tropical 
Pacific. Certain regions, including the U.S. West 
(especially the Southwest) and the Mediterranean, 
are expected to become drier. The widespread 
trend toward more heavy downpours is expected to 
continue, with precipitation becoming less frequent 
but more intense.90 More precipitation is expected 
to fall as rain rather than snow.

Currently rare extreme events are becoming 
more common
In a warmer future climate, models project there 
will be an increased risk of more intense, more 
frequent, and longer-lasting heat waves.90 The 
European heat wave of 2003 is an example of the 
type of extreme heat event that is likely to become 
much more common.90 If greenhouse gas emissions 
continue to increase, by the 2040s more than half  
of European summers will be hotter than the 
summer of 2003, and by the end of this century, a 
summer as hot as that of 2003 will be considered 
unusually cool.78

Increased extremes of summer dryness and winter 
wetness are projected for much of the globe, mean-
ing a generally greater risk of droughts and floods. 
This has already been observed,55 and is projected 
to continue. In a warmer world, precipitation tends 
to be concentrated into heavier events, with longer 
dry periods in between.90 

Models project a general tendency for more intense 
but fewer storms overall outside the tropics, with 
more extreme wind events and higher ocean waves 
in a number of regions in association with those 

The stabilization scenario is aimed at stabilizing 
the atmospheric carbon dioxide concentration at 
roughly 450 parts per million (ppm); this is 70 ppm 
above the 2008 concentration of 385 ppm. Result-
ing temperature changes depend on atmospheric 
concentrations of greenhouse gases and particles 
and the climate’s sensitivity to those concentra-
tions.87 Of those shown on the previous page, only 
the 450 ppm stabilization target has the potential to 
keep the global temperature rise at or below about 
3.5°F from pre-industrial levels and 2°F above the 
current average temperature, a level beyond which 
many concerns have been raised about dangerous 
human interference with the climate system.88,89 
Scenarios that stabilize carbon dioxide below 450 
ppm (not shown in the figure) offer an increased 
chance of avoiding dangerous climate change.88,89 

Carbon dioxide is not the only greenhouse gas of 
concern. Concentrations of other heat-trapping 
gases like methane and nitrous oxide and particles 
like soot will also have to be stabilized at low 
enough levels to prevent global temperatures from 
rising higher than the level mentioned above. When 
these other gases are added, including the offsetting 
cooling effects of sulfate aerosol particles, analyses 
suggest that stabilizing concentrations around 400 
parts per million of “equivalent carbon dioxide” 
would yield about an 80 percent chance of avoid-
ing exceeding the 2°F above present temperature 
threshold. This would be true even if concentra-
tions temporarily peaked as high as 475 parts per 
million and then stabilized at 400 parts per million 
roughly a century later.72,88,89,93-95 Reductions in 
sulfate aerosol particles would necessitate lower 
equivalent carbon dioxide targets. 

Rising global temperature 
All climate models project that human-caused 
emissions of heat-trapping gases will cause further 
warming in the future. Based on scenarios that 
do not assume explicit climate policies to reduce 
greenhouse gas emissions, global average tempera-
ture is projected to rise by 2 to 11.5°F by the end 
of this century90 (relative to the 1980-1999 time 
period). Whether the actual warming in 2100 will 
be closer to the low or the high end of this range 
depends primarily on two factors: first, the fu-
ture level of emissions of heat-trapping gases, and 
second, how sensitive climate is to past and future 
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more likely, though more research is required on 
these issues.68 More discussion of Atlantic hurri-
canes, which most affect the United States, appears 
on page 34 in the National Climate Change section.

Sea level will continue to rise
Projecting future sea-level rise presents special 
challenges. Scientists have a well-developed under-
standing of the contributions of thermal expansion 
and melting glaciers to sea-level rise, so the models 
used to project sea-level rise include these process-
es. However, the contributions to past and future 
sea-level rise from ice sheets are less well under-
stood. Recent observations of the polar ice sheets 
show that a number of complex processes control 
the movement of ice to the sea, and thus affect the 
contributions of ice sheets to sea-level rise.29 Some 
of these processes are already producing substantial 
loss of ice mass. Because these processes are not 
well understood it is difficult to predict their future 
contributions to sea-level rise.102 

Because of this uncertainty, the 2007 assessment 
by the IPCC could not quantify the contributions to 
sea-level rise due to changes in ice sheet dynamics, 
and thus projected a rise of the world’s oceans from 
8 inches to 2 feet by the end of this century.90 

More recent research has attempted to quantify 
the potential contribution to sea-level rise from 
the accelerated flow of ice sheets to the sea27,42 or 
to estimate future sea level based on its observed 
relationship to temperature.103 The resulting esti-
mates exceed those of the IPCC, and the average 
estimates under higher emissions scenarios are for 
sea-level rise between 3 and 4 feet by the end of 
this century. An important question that is often 
asked is, what is the upper bound of sea-level rise 
expected over this century? Few analyses have 
focused on this question. There is some evidence 
to suggest that it would be virtually impossible to 
have a rise of sea level higher than about 6.5 feet by 
the end of this century.42

The changes in sea level experienced at any par-
ticular location along the coast depend not only on 
the increase in the global average sea level, but also 
on changes in regional currents and winds, prox-
imity to the mass of melting ice sheets, and on the 
vertical movements of the land due to geological 

storms. Models also project a shift of storm tracks 
toward the poles in both hemispheres.90 

Changes in hurricanes are difficult to project be-
cause there are countervailing forces. Higher ocean 
temperatures lead to stronger storms with higher 
wind speeds and more rainfall.98 But changes in 
wind speed and direction with height are also pro-
jected to increase in some regions, and this tends 
to work against storm formation and growth.99-101 It 
currently appears that stronger, more rain-produc-
ing tropical storms and hurricanes are generally 

Global Average Temperature
1900 to 2100

Observed and projected changes in the global average 
temperature under three IPCC no-policy emissions 
scenarios. The shaded areas show the likely ranges 
while the lines show the central projections from a set 
of climate models. A wider range of model types shows 
outcomes from 2 to 11.5ºF.90 Changes are relative to the 
1960-1979 average. 

Smith et al.72; CMIP3-A93

Simulated and projected changes in the amount of 
precipitation falling in the heaviest 5 percent of daily 
events. The shaded areas show the likely ranges while the 
lines show the central projections from a set of climate 
models. Changes are relative to the 1960-1979 average. 

Global Increase in Heavy Precipitation
1900 to 2100

CMIP3-A93
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forces.104 The consequences of sea-level rise at any 
particular location depend on the amount of sea-
level rise relative to the adjoining land. Although 
some parts of the U.S. coast are undergoing uplift 
(rising), most shorelines are subsiding (sinking) to 
various degrees – from a few inches to over 2 feet 
per century. 

Abrupt climate change
There is also the possibility of even larger changes 
in climate than current scenarios and models 
project. Not all changes in the climate are gradual. 
The long record of climate found in ice cores, tree 
rings, and other natural records show that Earth’s 
climate patterns have undergone rapid shifts from 
one stable state to another within as short a period 
as a decade. The occurrence of abrupt changes in 
climate becomes increasingly likely as the human 
disturbance of the climate system grows.90 Such 
changes can occur so rapidly that they would chal-
lenge the ability of human and natural systems to 
adapt.105 Examples of such changes are abrupt shifts 
in drought frequency and duration. Ancient climate 
records suggest that in the United States, the South-
west may be at greatest risk for this kind of change, 
but that other regions including the Midwest and 
Great Plains have also had these kinds of abrupt 
shifts in the past and could experience them again 
in the future. 

Rapid ice sheet collapse with related sea-level rise 
is another type of abrupt change that is not well 
understood or modeled and that poses a risk for 
the future. Recent observations show that melt-
ing on the surface of an ice sheet produces water 
that flows down through large cracks that create 
conduits through the ice to the base of the ice sheet 
where it lubricates ice previously frozen to the rock 
below.29 Further, the interaction with warm ocean 
water, where ice meets the sea, can lead to sudden 
losses in ice mass and accompanying rapid global 
sea-level rise. Observations indicate that ice loss 
has increased dramatically over the last decade, 
though scientists are not yet confident that they  
can project how the ice sheets will respond in  
the future. 

There are also concerns regarding the potential for 
abrupt release of methane from thawing of frozen 
soils, from the sea floor, and from wetlands in the 

tropics and the Arctic. While analyses suggest that 
an abrupt release of methane is very unlikely to oc-
cur within 100 years, it is very likely that warming 
will accelerate the pace of chronic methane emis-
sions from these sources, potentially increasing the 
rate of global temperature rise.106 

A third major area of concern regarding pos-
sible abrupt change involves the operation of the 
ocean currents that transport vast quantities of 
heat around the globe. One branch of the ocean 
circulation is in the North Atlantic. In this region, 
warm water flows northward from the tropics to 
the North Atlantic in the upper layer of the ocean, 
while cold water flows back from the North Atlan-
tic to the tropics in the ocean’s deep layers, creating 
a “conveyor belt” for heat. Changes in this circula-
tion have profound impacts on the global climate 
system, from changes in African and Indian mon-
soon rainfall, to atmospheric circulation relevant 
to hurricanes, to changes in climate over North 
America and Western Europe.

Recent findings indicate that it is very likely that 
the strength of this North Atlantic circulation will 
decrease over the course of this century in response 
to increasing greenhouse gases. This is expected 
because warming increases the melting of glaciers 
and ice sheets and the resulting runoff of fresh-
water to the sea. This additional water is virtually 
salt-free, which makes it less dense than sea water. 
Increased precipitation also contributes fresh, less-
dense water to the ocean. As a result, less surface 
water is dense enough to sink, thereby reducing the 
conveyor belt’s transport of heat. The best estimate 
is that the strength of this circulation will decrease 
25 to 30 percent in this century, leading to a reduc-
tion in heat transfer to the North Atlantic. It is 
considered very unlikely that this circulation would 
collapse entirely during the next 100 years or so, 
though it cannot be ruled out. While very unlikely, 
the potential consequences of such an abrupt event 
would be severe. Impacts would likely include 
sea-level rise around the North Atlantic of up to 2.5 
feet (in addition to the rise expected from thermal 
expansion and melting glaciers and ice sheets), 
changes in atmospheric circulation conditions that 
influence hurricane activity, a southward shift of 
tropical rainfall belts with resulting agricultural 
impacts, and disruptions to marine ecosystems.76 
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Key Messages:
U.S. average temperature has risen more than 2ºF over the past 50 years and is • 
projected to rise more in the future; how much more depends primarily on the 
amount of heat-trapping gases emitted globally and how sensitive the climate is 
to those emissions.
Precipitation has increased an average of about 5 percent over the past 50 years. • 
Projections of future precipitation generally indicate that northern areas will 
become wetter, and southern areas, particularly in the West, will become drier.
The amount of rain falling in the heaviest downpours has increased approximately • 
20 percent on average in the past century, and this trend is very likely to 
continue, with the largest increases in the wettest places.
Many types of extreme weather events, such as heat waves and regional • 
droughts, have become more frequent and intense during the past 40 to 50 years.  
The destructive energy of Atlantic hurricanes has increased in recent decades. • 
The intensity of these storms is likely to increase in this century. 
In the eastern Pacific, the strongest hurricanes have become stronger since the • 
1980s, even while the total number of storms has decreased.
Sea level has risen along most of the U.S. coast over the last 50 years, and will • 
rise more in the future. 
Cold-season storm tracks are shifting northward and the strongest storms are • 
likely to become stronger and more frequent.
Arctic sea ice is declining rapidly and this is very likely to continue.• 

National Climate Change

The maps show annual temperature difference 
from the 1961-1990 average for the 3 years that 
were the hottest on record in the United States: 
1998, 1934 and 2006 (in rank order). Red areas 
were warmer than average, blue were cooler 
than average. The 1930s were very warm in 
much of the United States, but they were not 
unusually warm globally. On the other hand, the 
warmth of 1998 and 2006, as for most years in 
recent decades, has been global in extent. 

Smith72

Key Sources

Like the rest of the world, the United States has been warming significantly 
over the past 50 years in response to the build up of heat-trapping gases in 
the atmosphere. When looking at national climate, however, it is important 
to recognize that climate responds to local, regional, and global factors. 
Therefore, national climate varies more than the average global climate. 
While various parts of the world have had particularly hot or cold periods 
earlier in the historical record, these periods have not been global in scale, 
whereas the warming of recent decades has been global in scale – hence the 
term global warming. It is also important to recognize that at both the global 
and national scales, year-to-year fluctuations in natural weather and climate 
patterns can produce a period that does not follow the long-term trend. Thus, 
each year will not necessarily be warmer than every year before it, though 
the warming trend continues.

From 1901 to 2008, each year’s temperature departure from the long-term average is 
one bar, with blue bars representing years cooler than the long-term average and red 
bars representing years warmer than that average. National temperatures vary much 
more than global temperatures, in part because of the moderating influence of the 
oceans on global temperatures. 

Annual Average Temperature 
(Departure from the 1901-2000 Average)

Smith72NOAA/NCDC107
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U.S. average temperature has risen 
more than 2°F over the past 50 years 
and is projected to rise more in the 
future; how much more depends 
primarily on the amount of heat-
trapping gases emitted globally  
and how sensitive the climate is to  
those emissions. 

The series of maps and thermometers on these two 
pages shows the magnitude of the observed and 
projected changes in annual average temperature. 
The map for the period around 2000 shows that 
most areas of the United States have warmed 1 to 
2°F compared to the 1960s and 1970s. Although 
not reflected in these maps of annual average tem-
perature, this warming has generally resulted  
in longer warm seasons and shorter, less intense 
cold seasons.

The remaining maps show projected warming over 
the course of this century under a lower emissions 
scenario and a higher emissions scenario91 (see 
Global Climate Change section, page 23). Tempera-

tures will continue to rise throughout the century 
under both emissions scenarios,91 although higher 
emissions result in more warming by the middle of 
the century and significantly more by the end of  
the century.

Temperature increases in the next couple of de-
cades will be primarily determined by past emis-
sions of heat-trapping gases. As a result, there is 
little difference in projected temperature between 
the higher and lower emissions scenarios91 in the 
near-term (around 2020), so only a single map is 
shown for this timeframe. Increases after the next 
couple of decades will be primarily determined by 
future emissions.90 This is clearly evident in greater 
projected warming in the higher emissions sce-
nario91 by the middle (around 2050) and end of this 
century (around 2090). 

On a seasonal basis, most of the United States is 
projected to experience greater warming in sum-
mer than in winter, while Alaska experiences far 
more warming in winter than summer.108

The maps and thermometers on this page and the next page show temperature differences (either measured or projected) from 
conditions as they existed during the period from 1961-1979. Comparisons to this period are made because the influence on climate 
from increasing greenhouse gas emissions has been greatest during the past five decades. The present-day map is based on the aver-
age observed temperatures from 1993-2008 minus the average from 1961-1979. Projected temperatures are based on results from 16 
climate models for the periods 2010-2029, 2040-2059, and 2080-2099. The brackets on the thermometers represent the likely range 
of model projections, though lower or higher outcomes are possible. The mid-century and end-of-century maps show projections 
for both the higher and lower emission scenarios.91 The projection for the near-term is the average of the higher and lower emission 
scenarios91 because there is little difference in that timeframe.

Near-Term (2010-2029)  
Projected Average Change (°F)  

from 1961-1979 Baseline 

Present-Day (1993-2008)  
Average Change (°F)  
from 1961-1979 Baseline  

 

CMIP3-C109NOAA/NCDC107
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The average warming for the country as a whole is shown on the thermometers adjacent to each map. By the end 
of the century, the average U.S. temperature is projected to increase by approximately 7 to 11°F under the higher 
emissions scenario91 and by approximately 4 to 6.5°F under the lower emissions scenario.91 These ranges are due 
to differences among climate model results for the same emissions scenarios. Emissions scenarios even lower 
than the lower scenario shown here, such as the 450 ppm stabilization scenario described on pages 23-24, would 
yield lower temperature increases than those shown below.25

The maps on this page and the previous page are based on projections of future temperature by 16 of the Coupled Model 
Intercomparison Project Three (CMIP3) climate models using two emissions scenarios from the Intergovernmental Panel on Climate 
Change (IPCC), Special Report on Emission Scenarios (SRES).91 The “lower” scenario here is B1, while the “higher” is A2.91 The brackets 
on the thermometers represent the likely range of model projections, though lower or higher outcomes are possible. Additional 
information on these scenarios is on pages 22 and 23 in the previous section, Global Climate Change. These maps, and others in this 
report, show projections at national, regional, and sub-regional scales, using well-established techniques.110

CMIP3-C109CMIP3-C109

 Higher Emissions Scenario91 Projected Temperature Change (°F) 
from 1961-1979 Baseline

Mid-Century (2040-2059 average) End-of-Century (2080-2099 average)

 Lower Emissions Scenario91 Projected Temperature Change (°F)  
from 1961-1979 Baseline

Mid-Century (2040-2059 average) End-of-Century (2080-2099 average)

CMIP3-C109 CMIP3-C109
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cipitation generally indicate that northern areas will 
become wetter, and southern areas, particularly in 
the West, will become drier.97,108 

Confidence in projected changes is higher for 
winter and spring than for summer and fall. In 
winter and spring, northern areas are expected 
to receive significantly more precipitation than 
they do now, because the interaction of warm and 
moist air coming from the south with colder air 
from the north is projected to occur farther north 
than it did on average in the last century. The more 
northward incursions of warmer and moister air 
masses are expected to be particularly noticeable 
in northern regions that will change from very 
cold and dry atmospheric conditions to warmer but 
moister conditions.68 Alaska, the Great Plains, the 
upper Midwest, and the Northeast are beginning 
to experience such changes for at least part of the 
year, with the likelihood of these changes increas-
ing over time. 

In some northern areas, warmer conditions will re-
sult in more precipitation falling as rain and less as 
snow. In addition, potential water resource benefits 
from increasing precipitation could be countered 
by the competing influences of increasing evapo-
ration and runoff. In southern areas, significant 
reductions in precipitation are projected in winter 

and spring as the subtropical dry 
belt expands.108 This is particularly 
pronounced in the Southwest, 
where it would have serious rami-
fications for water resources.

Precipitation has increased an average 
of about 5 percent over the past 50 
years. Projections of future precipitation 
generally indicate that northern areas 
will become wetter, and southern  
areas, particularly in the West, will 
become drier. 

While precipitation over the United States as a 
whole has increased, there have been important 
regional and seasonal differences. Increasing trends 
throughout much of the year have been predomi-
nant in the Northeast and large parts of the Plains 
and Midwest. Decreases occurred in much of the 
Southeast in all but the fall season and in the North-
west in all seasons except spring. Precipitation also 
generally decreased during the summer and fall in 
the Southwest, while winter and spring, which are 
the wettest seasons in states such as California and 
Nevada, have had increases in precipitation.111

Future changes in total precipitation due to human-
induced warming are more difficult to project than 
changes in temperature. In some seasons, some 
areas will experience an increase in precipitation, 
other areas will experience a decrease, and others 
will see little discernible change. The difficulty 
arises in predicting the extent of those areas and the 
amount of change. Model projections of future pre-

Observed Change in Annual Average Precipitation
1958 to 2008

While U.S. annual average precipitation has increased about 5 percent over the past 50 
years, there have been important regional differences as shown above.

NOAA/NCDC111
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Projected Change in North American Precipitation
 by 2080-2099

The maps show projected future changes in precipitation relative to the recent past as simulated by 15 climate models. The simulations 
are for late this century, under a higher emissions scenario.91 For example, in the spring, climate models agree that northern areas are 
likely to get wetter, and southern areas drier. There is less confidence in exactly where the transition between wetter and drier areas 
will occur. Confidence in the projected changes is highest in the hatched areas.

CMIP3-A93



U.S. Global Change Research Program

32 33

Global Climate Change Impacts in the United States National Climate Change

32 33

Global Climate Change Impacts in the United States National Climate Change

The amount of rain falling in the heaviest 
downpours has increased approximately 20 
percent on average in the past century, and this 
trend is very likely to continue, with the largest 
increases in the wettest places.

One of the clearest precipitation trends in the United States is the 
increasing frequency and intensity of heavy downpours. This in-
crease was responsible for most of the observed increase in over-
all precipitation during the last 50 years. In fact, there has been 
little change or a decrease in the frequency of light and moderate 
precipitation during the past 30 years, while heavy precipita-
tion has increased. In addition, while total average precipitation 
over the nation as a whole increased by about 7 percent over the 
past century, the amount of precipitation falling in the heaviest 1 
percent of rain events increased nearly 20 percent.112

During the past 50 years, the greatest increases in heavy precipi-
tation occurred in the Northeast and the Midwest. There have 
also been increases in heavy downpours in the other regions of 
the continental United States, as well as Alaska, Hawaii, and 
Puerto Rico.112 

Climate models project continued increases in the heaviest downpours during this century, while the lightest pre-
cipitation is projected to decrease. Heavy downpours that are now 1-in-20-year occurrences are projected to occur 
about every 4 to 15 years by the end of this century, depending on location, and the intensity of heavy downpours is 
also expected to increase. The 1-in-20-year heavy downpour is expected to be between 10 and 25 percent heavier by 
the end of the century than it is now.112

Changes in these kinds of extreme weather and cli-
mate events are among the most serious challenges 
to our nation in coping with a changing climate. 

Many types of extreme weather 
events, such as heat waves and regional 
droughts, have become more frequent 
and intense during the past 40 to  
50 years. 

Many extremes and their associated impacts are 
now changing. For example, in recent decades 
most of North America has been experienc-
ing more unusually hot days and nights, fewer 
unusually cold days and nights, and fewer frost 
days. Droughts are becoming more severe in 
some regions. The power and frequency of 
Atlantic hurricanes have increased substan-
tially in recent decades. The number of North 
American mainland landfalling hurricanes does 

CCSP SAP 3.368

The figure shows projected changes from the 1990s average to the 
2090s average in the amount of precipitation falling in light, moderate, 
and heavy events in North America. Projected changes are displayed in 5 
percent increments from the lightest drizzles to the heaviest downpours. 
As shown here, the lightest precipitation is projected to decrease, while 
the heaviest will increase, continuing the observed trend. The higher 
emission scenario91 yields larger changes. Projections are based on the 
models used in the IPCC 2007 Fourth Assessment Report.

Projected Changes in Light, Moderate, and Heavy 
Precipitation (by 2090s)

Increases in Amounts of Very Heavy 
Precipitation (1958 to 2007)

The map shows percent increases in the amount falling 
in very heavy precipitation events (defined as the heavi-
est 1 percent of all daily events) from 1958 to 2007 for 
each region. There are clear trends toward more very 
heavy precipitation for the nation as a whole, and par-
ticularly in the Northeast and Midwest.

Updated from Groisman et al.113



32 33

Global Climate Change Impacts in the United States National Climate Change

32 33

Global Climate Change Impacts in the United States National Climate Change

not appear to have increased over the past 
century. Outside the tropics, cold-season 
storm tracks are shifting northward and 
the strongest storms are becoming even 
stronger. These trends in storms outside the 
tropics are projected to continue throughout 
this century.68,112,114 

Drought
Like precipitation, trends in drought have 
strong regional variations. In much of the 
Southeast and large parts of the West, the 
frequency of drought has increased coinci-
dent with rising temperatures over the past 50 
years. In other regions, such as the Midwest 
and Great Plains, there has been a reduction 
in drought frequency. 

Although there has been an overall increase 
in precipitation and no clear trend in drought for 
the nation as a whole, increasing temperatures 
have made droughts more severe and widespread 
than they would have otherwise been. Without the 
observed increase in precipitation, higher tempera-
tures would have led to an increase in the area of 
the contiguous United States in severe to extreme 
drought, with some estimates of a 30 percent 
increase.112 In the future, droughts are likely to be-
come more frequent and severe in some regions.68 
The Southwest, in particular, is expected to experi-
ence increasing drought as changes in atmospheric 
circulation patterns cause the dry zone just outside 
the tropics to expand farther northward into the 
United States.97

Rising temperatures have also led to earlier melt-
ing of the snowpack in the western United States.40 
Because snowpack runoff is critical to the water 
resources in the western United States, changes in 
the timing and amount of runoff can exacerbate 
problems with already limited water supplies in  
the region. 

Heat waves
A heat wave is a period of several days to weeks 
of abnormally hot weather, often with high humid-
ity. During the 1930s, there was a high frequency 
of heat waves due to high daytime temperatures 
resulting in large part from an extended multi-year 
period of intense drought. By contrast, in the past 

3 to 4 decades, there has been an increasing trend 
in high-humidity heat waves, which are character-
ized by the persistence of extremely high nighttime 
temperatures.112 

As average temperatures continue to rise through-
out this century, the frequency of cold extremes 
will decrease and the frequency and intensity of 
high temperature extremes will increase.115 The 
number of days with high temperatures above 

Observed Spring Snowmelt Dates

Date of onset of spring runoff pulse. Reddish-brown circles indicate significant 
trends toward onsets more than 20 days earlier. Lighter circles indicate less advance 
of the onset. Blue circles indicate later onset. The changes depend on a number of 
factors in addition to temperature, including altitude and timing of snowfall.

USGS116

Projected Frequency of Extreme Heat
(2080-2099 Average)

Simulations for 2080-2099 indicate how currently rare extremes (a 
1-in-20-year event) are projected to become more commonplace. 
A day so hot that it is currently experienced once every 20 years 
would occur every other year or more frequently by the end of 
the century under the higher emissions scenario.91 

CMIP3-A93
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90°F is projected to increase throughout the country 
as illustrated in the maps on the left. Parts of the South 
that currently have about 60 days per year with tem-
peratures over 90°F are projected to experience 150 or 
more days a year above 90°F by the end of this century, 
under a higher emissions scenario.91 There is higher 
confidence in the regional patterns than in results for 
any specific location (see An Agenda for Climate Im-
pacts Science section).

With rising high temperatures, extreme heat waves that 
are currently considered rare will occur more fre-
quently in the future. Recent studies using an ensemble 
of models show that events that now occur once every 
20 years are projected to occur about every other year 
in much of the country by the end of this century. In 
addition to occurring more frequently, at the end of this 
century these very hot days are projected to be about 
10°F hotter than they are today.68 

The destructive energy of Atlantic 
hurricanes has increased in recent decades. 
The intensity of these storms is likely to 
increase in this century.

Of all the world’s tropical storm and hurricane basins, 
the North Atlantic has been the most thoroughly moni-
tored and studied. The advent of routine aircraft moni-
toring in the 1940s and the use of satellite observations 
since the 1960s have greatly aided monitoring of tropi-
cal storms and hurricanes. In addition, observations of 
tropical storm and hurricane strength made from island 
and mainland weather stations and from ships at sea 
began in the 1800s and continue today. Because of new 
and evolving observing techniques and technologies, 
scientists pay careful attention to ensuring consistency 
in tropical storm and hurricane records from the earli-
est manual observations to today’s automated mea-
surements. This is accomplished through collection, 
analysis, and cross-referencing of data from numer-
ous sources and, where necessary, the application of 
adjustment techniques to account for differences in 
observing and reporting methodologies through time. 
Nevertheless, data uncertainty is larger in the early 
part of the record. Confidence in the tropical storm and 
hurricane record increases after 1900 and is greatest 
during the satellite era, from 1965 to the present.112

The average number of days per year when the maximum tem-
perature exceeded 90°F from 1961-1979 (top) and the projected 
number of days per year above 90°F by the 2080s and 2090s for 
lower emissions (middle) and higher emissions (bottom).91 Much of 
the southern United States is projected to have more than twice 
as many days per year above 90°F by the end of this century.

Days Above 90°F

CMIP3-B117

CMIP3-B117

CMIP3-B117
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ocean heat content. This highlights the importance 
of understanding the broader changes occurring 
throughout the Atlantic Basin beyond the storms 
making landfall along the U.S. coast.112

Tropical storms and hurricanes develop and gain 
strength over warm ocean waters. As oceans 
warm, they provide a source of energy for hurri-
cane growth. During the past 30 years, annual sea 
surface temperatures in the main Atlantic hurricane 
development region increased nearly 2°F. This 

warming coincided with an increase in the 
destructive energy (as defined by the Power 
Dissipation Index, a combination of intensity, 
duration, and frequency) of Atlantic tropical 
storms and hurricanes. The strongest hurri-
canes (Category 4 and 5) have, in particular, 
increased in intensity.112 The graph below 
shows the strong correlation between hur-
ricane power and sea surface temperature in 
the Atlantic and the overall increase in both 
during the past 30 years. Climate models 
project that hurricane intensity will continue 
to increase, though at a lesser rate than that 
observed in recent decades.100

New evidence has emerged recently for other 
temperature related linkages that can help 

The total number of hurricanes and strongest hur-
ricanes (Category 4 and 5) observed from 1881 
through 2008 shows multi-decade periods of above 
average activity in the 1800s, the mid-1900s, and 
since 1995. The power and frequency of Atlantic 
hurricanes have increased substantially in recent 
decades.112 There has been little change in the total 
number of landfalling hurricanes, in part because 
a variety of factors affect whether a hurricane will 
make landfall. These include large-scale steer-
ing winds, atmospheric stability, wind shear, and 

Observed Relationship Between 
Sea Surface Temperatures and 

Hurricane Power in the North Atlantic Ocean

Observed sea surface temperature (blue) and the Power 
Dissipation Index (green), which combines frequency, intensity 
and duration for North Atlantic hurricanes.120 Hurricane rainfall 
and wind speeds are likely to increase in response to human-
caused warming. Analyses of model simulations suggest that 
for each 1.8ºF increase in tropical sea surface temperatures, 
rainfall rates will increase by 6 to 18 percent.68

Emanuel120

Atlantic Tropical Storms and Hurricanes

Top:  Tot a l  numbers o f 
N or t h  A t l a n t i c  n amed 
storms (tropical storms and 
hurricanes) (black) and total 
U.S. landfalling hurricanes 
(yellow) in 5-year periods 
based on annual data from 
1881 to 2008. The bar for the 
last 5-year period is based 
on the assumption that the 
level of activity from 2006 to 
2008 persists through 2010. 
In the era before satellites, 
indicated by the arrow above, 
the total number of named 
storms is less certain and 
has been adjusted upward to 
account for missing storms. 
Adjustments are based on relationships established during the satellite 
era between the number of observed storms and the number that 
would have been missed if satellite data had not been available. 
Bottom: Total number of strongest (Category 4 and 5) North Atlan-
tic basin hurricanes (purple) and strongest U.S. landfalling hurricanes 
(orange) in 5-year periods based on annual data from 1946 to 2008. 
The bar for the last 5-year period is based on the assumption that 
the level of activity from 2006 to 2008 persists through 2010. From 
1946 to the mid-1960s, as indicated by the arrow above, hurricane 
intensity was measured primarily by aircraft reconnaissance. Data 
prior to aircraft reconnaissance are not shown due to the greater 
uncertainty in estimates of a hurricane's maximum intensity. Satellites 
have increased the reliability of hurricane intensity estimates since 
the mid-1960s.  

NOAA121

Atlantic Basin
Strongest Hurricanes

NOAA121
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of model simulations suggest that for each 1.8°F 
increase in tropical sea surface temperatures, core 
rainfall rates will increase by 6 to 18 percent and 
the surface wind speeds of the strongest hurri-
canes will increase by about 1 to 8 percent.114 Even 
without further coastal development, storm surge 
levels and hurricane damages are likely to increase 
because of increasing hurricane intensity coupled 
with sea-level rise, the latter being a virtually cer-
tain outcome of the warming global climate.68

In the eastern Pacific, the strongest 
hurricanes have become stronger since 
the 1980s, even while the total number 
of storms has decreased.

Although on average more hurricanes form in the 
eastern Pacific than the Atlantic each year, cool 
ocean waters along the U.S. West Coast and atmo-
spheric steering patterns help protect the contigu-
ous U.S. from landfalls. Threats to the Hawaiian 
Islands are greater, but landfalling storms are rare 
in comparison to those of the U.S. East and Gulf 
Coasts. Nevertheless, changes in hurricane inten-
sity and frequency could influence the impact of 
landfalling Pacific hurricanes in the future.

The total number of tropical storms and hurricanes 
in the eastern Pacific on seasonal to multi-decade 
time periods is generally opposite to that observed 
in the Atlantic. For example, during El Niño events 
it is common for hurricanes in the Atlantic to be 
suppressed while the eastern Pacific is more active. 
This reflects the large-scale atmospheric circulation 
patterns that extend across both the Atlantic and the 
Pacific oceans.123,124

Within the past three decades the total number of 
tropical storms and hurricanes and their destructive 
energy have decreased in the eastern Pacific.68,124 
However, satellite observations have shown that 
like the Atlantic, the strongest hurricanes (the top 
5 percent), have gotten stronger since the early 
1980s.122,125 As ocean temperatures rise, the stron-
gest hurricanes are likely to increase in both the 
eastern Pacific and the Atlantic.68 

explain the increase in Atlantic hurricane activity. 
This includes the contrast in sea surface tempera-
ture between the main hurricane development 
region and the broader tropical ocean.99,118,119  
Other causes beyond the rise in ocean temperature, 
such as atmospheric stability and circulation,  
can also influence hurricane power. For these and 
other reasons, a confident assessment requires 
further study.68 

Evidence of increasing hurricane strength in the 
Atlantic and other oceans with linkages to rising 
sea surface temperatures is also supported by satel-
lite records dating back to 1981. An increase in the 
maximum wind speeds of the strongest hurricanes 
has been documented and linked to increasing sea 
surface temperatures.122

Projections are that sea surface temperatures in the 
main Atlantic hurricane development region will 
increase at even faster rates during the second half 
of this century under higher emissions scenarios. 

This highlights the need to better understand the 
relationship between increasing temperatures 
and hurricane intensity. As ocean temperatures 
continue to increase in the future, it is likely that 
hurricane rainfall and wind speeds will increase 
in response to human-caused warming.68 Analyses 

Observed and Projected Sea 
Surface Temperature Change 
Atlantic Hurricane Formation Region 

Observed (black) and projected temperatures (blue = lower scenario;  
red = higher scenario) in the Atlantic hurricane formation region. Increased 
intensity of hurricanes is linked to rising sea surface temperatures in the 
region of the ocean where hurricanes form. The shaded areas show the 
likely ranges while the lines show the central projections from a set of 
climate models.

CMIP3-A93
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Sea level has risen along most of the 
U.S. coast over the past 50 years, and 
will rise more in the future. 

Recent global sea-level rise has been caused by the 
warming-induced expansion of the oceans, ac-
celerated melting of most of the world’s glaciers, 
and loss of ice on the Greenland and Antarctic ice 
sheets.37 There is strong evidence that global sea 
level is currently rising at an increased rate.37,126 A 
warming global climate will cause further sea-
level rise over this century and beyond.90,105 

During the past 50 years, sea level has risen up to 
8 inches or more along some coastal areas of the 
United States, and has fallen in other locations. 
The amount of relative sea-level rise experienced 
along different parts of the U.S. coast depends on 
the changes in elevation of the land that occur as a 
result of subsidence (sinking) or uplift (rising), as 
well as increases in global sea level due to warm-
ing. In addition, atmospheric and oceanic circula-
tion, which will be affected by climate change, will 
influence regional sea level. Regional differences 

Relative Sea-Level Changes on U.S. Coastlines, 1958 to 2008

Observed changes in relative sea level from 1958 to 2008 for locations on the U.S. coast. Some areas along the Atlantic 
and Gulf coasts saw increases greater than 8 inches over the past 50 years. 

Updated from Zervas127

in sea-level rise are also expected to be related to 
where the meltwater originates.104 

Human-induced sea-level rise is occurring globally. 
Large parts of the Atlantic Coast and Gulf of Mexico 
Coast have experienced significantly higher rates of 
relative sea-level rise than the global average during 
the last 50 years, with the local differences mainly 
due to land subsidence.127 Portions of the Northwest 
and Alaska coast have, on the other hand, experi-
enced slightly falling sea level as a result of long-
term uplift as a consequence of glacier melting and 
other geological processes.

Regional variations in relative sea-level rise are 
expected in the future. For example, assuming 
historical geological forces continue, a 2-foot rise in 
global sea level (which is within the range of recent 
estimates) by the end of this century would result 
in a relative sea-level rise of 2.3 feet at New York 
City, 2.9 feet at Hampton Roads, Virginia, 3.5 feet at 
Galveston, Texas, and 1 foot at Neah Bay in Wash-
ington state.128 
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moisture and thus heavier snowstorms. Among re-
cent extreme lake-effect snow events was a Febru-
ary 2007 10-day storm total of over 10 feet of snow 
in western New York state. Climate models suggest 
that lake-effect snowfalls are likely to increase over 
the next few decades.130 In the longer term, lake-
effect snows are likely to decrease as temperatures 
continue to rise, with the precipitation then falling 
as rain.129 

Tornadoes and severe thunderstorms
Reports of severe weather including tornadoes and 
severe thunderstorms have increased during the 
past 50 years. However, the increase in the number 
of reports is widely believed to be due to improve-
ments in monitoring technologies such as Doppler 
radars combined with changes in population and 
increasing public awareness. When adjusted to ac-
count for these factors, there is no clear trend in the 
frequency or strength of tornadoes since the 1950s 
for the United States as a whole.112

The distribution by intensity for the strongest 10 
percent of hail and wind reports is little changed, 
providing no evidence of an observed increase in 
the severity of events.112 Climate models project 
future increases in the frequency of environmental 
conditions favorable to severe thunderstorms.131 But 
the inability to adequately model the small-scale 
conditions involved in thunderstorm development 
remains a limiting factor in projecting the future 
character of severe thunderstorms and other small-
scale weather phenomena.68

Cold-season storm tracks are shifting 
northward and the strongest storms are 
likely to become stronger and  
more frequent. 

Large-scale storm systems are the dominant 
weather phenomenon during the cold season in 
the United States. Although the analysis of these 
storms is complicated by a relatively short length of 
most observational records and by the highly vari-
able nature of strong storms, some clear patterns 
have emerged.112

Storm tracks have shifted northward over the 
last 50 years as evidenced by a decrease in the 
frequency of storms in mid-latitude areas of the 
Northern Hemisphere, while high-latitude activity 
has increased. There is also evidence of an increase 
in the intensity of storms in both the mid- and high-
latitude areas of the Northern Hemisphere, with 
greater confidence in the increases occurring in 
high latitudes.112 The northward shift is projected to 
continue, and strong cold season storms are likely 
to become stronger and more frequent, with greater 
wind speeds and more extreme wave heights.68

Snowstorms
The northward shift in storm tracks is reflected 
in regional changes in the frequency of snow-
storms. The South and lower Midwest saw reduced 
snowstorm frequency during the last century. In 
contrast, the Northeast and upper Midwest saw 
increases in snowstorms, although considerable 
decade-to-decade variations were present in all 
regions, influenced, for example, by the frequency 
of El Niño events.112

There is also evidence of an increase in lake-effect 
snowfall along and near the southern and eastern 
shores of the Great Lakes since 1950.97 Lake-effect 
snow is produced by the strong flow of cold air 
across large areas of relatively warmer ice-free 
water. As the climate has warmed, ice coverage on 
the Great Lakes has fallen. The maximum seasonal 
coverage of Great Lakes ice decreased at a rate of 
8.4 percent per decade from 1973 through 2008, 
amounting to a roughly 30 percent decrease in ice 
coverage (see Midwest region). This has created 
conditions conducive to greater evaporation of 

Areas in New York state east of Lake Ontario received  
over 10 feet of lake-effect snow during a 10-day period 
in early February 2007.
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Arctic sea ice is declining rapidly and 
this is very likely to continue. 

Sea ice is a very important part of the climate 
system. In addition to direct impacts on coastal 
areas of Alaska, it more broadly affects surface 
reflectivity, ocean currents, cloudiness, humid-
ity, and the exchange of heat and moisture at the 
ocean’s surface. Open ocean water is darker in 
color than sea ice, which causes it to absorb more 
of the Sun’s heat, which increases the warming of 
the water even more.40,132 

The most complete record of sea ice is provided 
by satellite observations of sea ice extent since the 
1970s. Prior to that, aircraft, ship, and coastal ob-
servations in the Arctic make it possible to extend 
the record of Northern Hemisphere sea ice extent 
back to at least 1900, although there is a lower 
level of confidence in the data prior to 1953.40 

Arctic sea ice extent has fallen at a rate of 3 to 4 
percent per decade over the last three decades. 
End-of-summer Arctic sea ice has fallen at an 
even faster rate of more than 11 percent per 
decade in that time. The observed decline in 
Arctic sea ice has been more rapid than projected 
by climate models.133 Year-to-year changes in 
sea ice extent and record low amounts are influenced by natural variations in atmospheric pressure and 
wind patterns.134 However, clear linkages between rising greenhouse gas concentrations and declines in 
Arctic sea ice have been identified in the climate record as far back as the early 1990s.61 The extreme loss 

in Arctic sea ice that occurred in 2007 would not 
have been possible without the long-term reductions 
that have coincided with a sustained increase in the 
atmospheric concentration of carbon dioxide and the 
rapid rise in global temperatures that have occurred 
since the mid-1970s.135 Although the 2007 record 
low was not eclipsed in 2008, the 2008 sea ice extent 
is well below the long-term average, reflecting a 
continuation of the long-term decline in Arctic sea 
ice. In addition, the total volume of Arctic sea ice 
in 2008 was likely a record low because the ice was 
unusually thin.136

It is expected that declines in Arctic sea ice will 
continue in the coming decades with year-to-year 
fluctuations influenced by natural atmospheric vari-
ability. The overall rate of decline will be influenced 
mainly by the rate at which carbon dioxide and other 
greenhouse gas concentrations increase.137 

Arctic Sea Ice Extent
Annual Average

Observations of annual average Arctic sea ice extent for 
the period 1900 to 2008. The gray shading indicates less 
confidence in the data before 1953. 

Johannessen135; Fetterer et al.139 

Arctic Sea Ice 
Annual Minimum

Arctic sea ice reaches its annual minimum in September. The 
satellite images above show September Arctic sea ice in 1979, 
the first year these data were available, and 2007.

NASA/GSFC138

NASA/GSFC138
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U.S. Emission and Absorption of Heat-Trapping Gases

Since the industrial revolution, the United States has been 
the world’s largest emitter of heat-trapping gases. With 
4.5 percent of world's population, the United States is 
responsible for about 28 percent of the human-induced 
heat-trapping gases in the atmosphere today.136 Although 
China has recently surpassed the United States in current 
total annual emissions, per capita emissions remain much 
higher in the United States. Carbon dioxide, the most 
important of the heat-trapping gases produced directly by 
human activities, is a cumulative problem because it has a 
long atmospheric lifetime. Roughly one-half of the carbon 
dioxide released from fossil fuel burning remains in the 
atmosphere after 100 years, and roughly one-fifth of it 
remains after 1,000 years.90 

U.S. carbon dioxide emissions grew dramatically over the past century. These emissions come almost 
entirely from burning fossil fuels. These sources of carbon dioxide are one side of the equation and on the 
other side are “sinks” that take up carbon dioxide. The growth of trees and other plants is an important 
natural carbon sink. In recent years, it is estimated that about 20 percent of U.S. carbon dioxide emissions 
have been offset by U.S. forest growth and other sinks (see figure below).140 It is not known whether 
U.S. forests and other sinks will continue to take up roughly this amount of carbon dioxide in the future 
as climate change alters carbon release and uptake. For example, a warming-induced lengthening of the 
growing season would tend to increase carbon uptake. On the other hand, the increases in forest fires and 
in the decomposition rate of dead plant matter would decrease uptake, and might convert the carbon sink 
into a source.140

The amount of carbon released and taken up by natural sources varies considerably from year to year 
depending on climatic and other conditions. For example, fires release carbon dioxide, so years with many 
large fires result in more carbon release and less uptake as natural sinks (the vegetation) are lost. Similarly, 

the trees destroyed by intense 
storms or droughts release carbon 
dioxide as they decompose, and the 
loss results in reduced strength of 
natural sinks until regrowth is well 
underway. For example, Hurricane 
Katrina killed or severely damaged 
over 320 million large trees. As these 
trees decompose over the next few 
years, they will release an amount 
of carbon dioxide equivalent to 
that taken up by all U.S. forests in 
a year.112 The net change in carbon 
storage in the long run will depend 
on how much is taken up by the 
regrowth as well as how much was 
released by the original disturbance.

U.S. carbon dioxide emissions and uptake in millions of tons of carbon per 
year in 2003. The bar marked “Emitted” indicates the amount of carbon as 
carbon dioxide added to the atmosphere from U.S. emissions. The bars marked 
“Absorbed” indicate amounts of carbon as carbon dioxide removed from the 
atmosphere. The thin lines on each bar indicate estimates of uncertainty.

Modified from CCSP SAP 2.2140

Marland et al.141

U.S. annual emissions of CO2 from fossil-fuel use.141
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Key Messages:
Climate change has already altered, and will continue to alter, the water cycle, • 
affecting where, when, and how much water is available for all uses.
Floods and droughts are likely to become more common and more intense as • 
regional and seasonal precipitation patterns change, and rainfall becomes more 
concentrated into heavy events (with longer, hotter dry periods in between).

   Precipitation and runoff are likely to increase in the Northeast and Midwest • 
in winter and spring, and decrease in the West, especially the Southwest, in 
spring and summer. 
In areas where snowpack dominates, the timing of runoff will continue to shift • 
to earlier in the spring and flows will be lower in late summer.
Surface water quality and groundwater quantity will be affected by a changing • 
climate.
Climate change will place additional burdens on already stressed water • 
systems.
The past century is no longer a reasonable guide to the future for water • 
management.

Changes in the water cycle, which are consistent 
with the warming observed over the past several 
decades, include: 

changes in precipitation patterns and intensity • 
changes in the incidence of drought• 
widespread melting of snow and ice• 
increasing atmospheric water vapor• 
increasing evaporation• 
increasing water temperatures• 
reductions in lake and river ice• 
changes in soil moisture and runoff• 

For the future, marked regional differences are 
projected, with increases in annual precipitation, 
runoff, and soil moisture in much of the Midwest 
and Northeast, and declines in much of the West, 
especially the Southwest. 

The impacts of climate change include too little wa-
ter in some places, too much water in other places, 
and degraded water quality. Some locations are ex-
pected to be subject to all of these conditions during 
different times of the year. Water cycle changes are 
expected to continue and to adversely affect energy 
production and use, human health, transportation, 
agriculture, and ecosystems (see table on page 50).142

Climate change has already altered, and 
will continue to alter, the water cycle, 
affecting where, when, and how much 
water is available for all uses.

Substantial changes to the water cycle are expected 
as the planet warms because the movement of water 
in the atmosphere and oceans is one of the primary 
mechanisms for the redistribution of heat around the 
world. Evidence is mounting that human-induced 
climate change is already altering many of the exist-
ing patterns of precipitation in the United States, 
including when, where, how much, and what kind of 
precipitation falls.68,142 A warmer climate increases 
evaporation of water from land and sea, and allows 
more moisture to be held in the atmosphere. For ev-
ery 1°F rise in temperature, the water holding capac-
ity of the atmosphere increases by about 4 percent.49 Skagit River and surrounding mountains in the Northwest

Key Sources
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In addition, changes in atmospheric circulation will tend to move storm tracks northward with the result that dry 
areas will become drier and wet areas wetter. Hence, the arid Southwest is projected to experience longer and more 
severe droughts from the combination of increased evaporation and reductions in precipitation.108 

The additional atmospheric moisture 
contributes to more overall precipita-
tion in some areas, especially in much 
of the Northeast, Midwest, and Alas-
ka. Over the past 50 years, precipita-
tion and streamflow have increased in 
much of the Northeast and Midwest, 
with a reduction in drought duration 
and severity. Much of the South-
east and West has had reductions in 
precipitation and increases in drought 
severity and duration, especially in 
the Southwest. 

In most areas of the country, the frac-
tion of precipitation falling as rain 
versus snow has increased during 
the last 50 years. Despite this general 
shift from snow to rain, snowfalls 

Projected Changes in the Water Cycle

The water cycle exhibits many changes as the Earth warms. Wet and dry areas respond differently. NOAA/NCDC 

Changes in Snowfall Contributions to Wintertime Precipitation 
1949 to 2005

Trends in winter snow-to-total precipitation ratio from 1949 to 2005. Red circles indicate 
less snow, while blue squares indicate more snow. Large circles and squares indicate 
the most significant trends.143 Areas south of 37ºN latitude were excluded from the 
analysis because most of that area receives little snowfall. White areas above that line 
have inadequate data for this analysis. 

Feng and Hu143
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Observed Water-Related Changes During the Last Century142

Observed Change Direction of Change Region Affected
One to four week earlier peak streamflow 
due to earlier warming-driven snowmelt

Earlier West and Northeast

Proportion of precipitation falling as snow Decreasing West and Northeast

Duration and extent of snow cover Decreasing Most of the United States

Mountain snow water equivalent Decreasing West

Annual precipitation Increasing Most of the United States

Annual precipitation Decreasing Southwest

Frequency of heavy precipitation events Increasing Most of the United States

Runoff and streamflow Decreasing
Colorado and Columbia River 
Basins

Streamflow Increasing Most of East

Amount of ice in mountain glaciers Decreasing
U.S. western mountains, 
Alaska

Water temperature of lakes and streams Increasing Most of the United States

Ice cover on lakes and rivers Decreasing Great Lakes and Northeast

Periods of drought Increasing Parts of West and East

Salinization of surface waters Increasing Florida, Louisiana

Widespread thawing of permafrost Increasing Alaska

Observed Drought Trends 1958 to 2007

Trends in end-of-summer drought as measured by the Palmer Drought Severity Index from 1958 to  
2007 in each of 344 U.S. climate divisions.144 Hatching indicates significant trends.

Guttman and Quayle144
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along the downwind coasts of the Great Lakes 
have increased. Factors contributing to this 
increase include reduced ice cover due to 
warming, which lengthens the period of open 
water. In addition, cold air moving over rela-
tively warm, open lake water induces strong 
evaporation, often causing heavy lake-effect 
snow. Heavy snowfall and snowstorm fre-
quency have increased in many northern parts 
of the United States. In the South however, 
where temperatures are already marginal for 
heavy snowfall, climate warming has led to 
a reduction in heavy snowfall and snowstorm 
frequency. These trends suggest a northward 
shift in snowstorm occurrence.68

Floods and droughts are likely to 
become more common and more 
intense as regional and seasonal 
precipitation patterns change, and 
rainfall becomes more concentrated 
into heavy events (with longer, 
hotter dry periods in between).

While it sounds counterintuitive, a warmer 
world produces both wetter and drier conditions. 
Even though total global precipitation increases, the 
regional and seasonal distribution of precipitation 
changes, and more precipitation comes in heavier 
rains (which can cause flooding) rather than light 
events. In the past century, averaged over the 
United States, total precipitation has increased by 
about 7 percent, while the heaviest 1 percent of rain 
events increased by nearly 20 percent.68 This has 
been especially noteworthy in the Northeast, where 
the annual number of days with very heavy precipi-
tation has increased most in the past 50 years, as 
shown in the adjacent figure. Flooding often occurs 
when heavy precipitation persists for weeks to 
months in large river basins. Such extended periods 
of heavy precipitation have also been increasing 
over the past century, most notably in the past two 
to three decades in the United States.112 

Observations also show that over the past several 
decades, extended dry periods have become more 
frequent in parts of the United States, especially 
the Southwest and the eastern United States.146,147 
Longer periods between rainfalls, combined with 

Increases in the Number of Days with  
Very Heavy Precipitation (1958 to 2007)

The map shows the percentage increases in the average number 
of days with very heavy precipitation (defined as the heaviest  
1 percent of all events) from 1958 to 2007 for each region. There 
are clear trends toward more days with very heavy precipitation 
for the nation as a whole, and particularly in the Northeast  
and Midwest. 

Updated from Groisman et al.145

higher air temperatures, dry out soils and vegeta-
tion, causing drought. 

For the future, precipitation intensity is projected 
to increase everywhere, with the largest increases 
occurring in areas in which average precipitation 
increases the most. For example, the Midwest and 
Northeast, where total precipitation is expected 
to increase the most, would also experience the 
largest increases in heavy precipitation events. The 
number of dry days between precipitation events 
is also projected to increase, especially in the more 
arid areas. Mid-continental areas and the Southwest 
are particularly threatened by future drought. The 
magnitude of the projected changes in extremes is 
expected to be greater than changes in averages, 
and hence detectable sooner.49,68,90,142,148  
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Precipitation and runoff are likely 
to increase in the Northeast and 
Midwest in winter and spring,  
and decrease in the West, 
especially the Southwest, in  
spring and summer. 

Runoff, which accumulates as streamflow, 
is the amount of precipitation that is not 
evaporated, stored as snowpack or soil 
moisture, or filtered down to groundwater. 
The proportion of precipitation that runs off 
is determined by a variety of factors includ-
ing temperature, wind speed, humidity, solar 
intensity at the ground, vegetation, and soil 
moisture. While runoff generally tracks 
precipitation, increases and decreases in 
precipitation do not necessarily lead to equal 
increases and decreases in runoff. For ex-
ample, droughts cause soil moisture reduc-
tions that can reduce expected runoff until 
soil moisture is replenished. Conversely, water-sat-
urated soils can generate floods with only moderate 
additional precipitation. During the last century, 
consistent increases in precipitation have been 
found in the Midwest and Northeast along with 
increased runoff.149,150 Climate models consistently 
project that the East will experience increased run-
off, while there will be substantial declines in the 
interior West, especially the Southwest. Projections 
for runoff in California and other parts of the West 
also show reductions, although less than in the 
interior West. In short, wet areas are projected to 
get wetter and dry areas drier. Climate models also 
consistently project heat-related summer soil 
moisture reductions in the middle of  
the continent.115,142,146,149 

In areas where snowpack 
dominates, the timing of runoff will 
continue to shift to earlier in the 
spring and flows will be lower in 
late summer.

Large portions of the West and some ar-
eas in the Northeast rely on snowpack as a 
natural reservoir to hold winter precipita-
tion until it later runs off as streamflow in 
spring, summer, and fall. Over the last 50 

years, there have been widespread temperature-
related reductions in snowpack in the West, with 
the largest reductions occurring in lower elevation 
mountains in the Northwest and California where 
snowfall occurs at temperatures close to the freez-
ing point.142,153 The Northeast has also experienced 
snowpack reductions during a similar period. 
Observations indicate a transition to more rain and 
less snow in both the West and Northeast in the last 
50 years.143,154-156 Runoff in snowmelt-dominated 
areas is occurring up to 20 days earlier in the West, 
and up to 14 days earlier in the Northeast.157,158 Fu-
ture projections for most snowmelt-dominated ba-
sins in the West consistently indicate earlier spring 

Simulated Changes in Annual Runoff Pattern

General schematic of changes in the annual pattern of runoff for snowmelt-
dominated streams. Compared to the historical pattern, runoff peak is projected 
to shift to earlier in the spring and late summer flows are expected to be lower. The 
above example is for the Green River, which is part of the Colorado River watershed.

Christensen et al.152

Projected Changes in Annual Runoff

Projected changes in median runoff for 2041-2060, relative to a 1901-1970 
baseline, are mapped by water-resource region. Colors indicate percentage 
changes in runoff. Hatched areas indicate greater confidence due to strong 
agreement among model projections. White areas indicate divergence among 
model projections. Results are based on emissions in between the lower and 
higher emissions scenarios.91 

Milly et al.151
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Surface water quality and groundwater 
quantity will be affected by a  
changing climate.

Changes in water quality
Increased air temperatures lead to higher water 
temperatures, which have already been detected in 
many streams, especially during low-flow periods. 
In lakes and reservoirs, higher water temperatures 
lead to longer periods of summer stratification 
(when surface and bottom waters do not mix). 
Dissolved oxygen is reduced in lakes, reservoirs, 
and rivers at higher temperatures. Oxygen is an 
essential resource for many living things, and its 
availability is reduced at higher temperatures both 
because the amount that can be dissolved in water 
is lower and because respiration rates of living 
things are higher. Low oxygen stresses aquatic 
animals such as coldwater fish and the insects and 
crustaceans on which they feed.142 Lower oxygen 
levels also decrease the self-purification capabili-
ties of rivers.

The negative effects of water pollution, includ-
ing sediments, nitrogen from agriculture, disease 
pathogens, pesticides, herbicides, salt, and ther-
mal pollution, will be amplified by observed and 
projected increases in precipitation intensity and 
longer periods when streamflows are low.146 The 
U.S. Environmental Protection Agency expects the 
number of waterways considered “impaired” by 
water pollution to increase.162 Heavy downpours 
lead to increased sediment in runoff and outbreaks 
of waterborne diseases.163,164 Increases in pollution 
carried to lakes, estuaries, and the coastal ocean, 
especially when coupled with increased tempera-
ture, can result in blooms of harmful algae and 
bacteria. However, pollution has the potential  
of being diluted in regions that experience  
increased streamflow.

Water-quality changes during the last century were 
probably due to causes other than climate change, 
primarily changes in pollutants.149 

Changes in groundwater
Many parts of the United States are heavily de-
pendent on groundwater for drinking, residential, 
and agricultural water supplies.164 How climate 
change will affect groundwater is not well known, 

runoff, in some cases up to 60 days earlier.157,159 For 
the Northeast, projections indicate spring runoff 
will advance by up to 14 days.150 Earlier runoff 
produces lower late-summer streamflows, which 
stress human and environmental systems through 
less water availability and higher water tempera-
tures.145 Scientific analyses to determine the causes 
of recent changes in snowpack, runoff timing, and 
increased winter temperatures have attributed these 
changes to human-caused climate change.34,160,161 

Trends in Peak Streamflow Timing

Top map shows changes in runoff timing in snowmelt-driven streams 
from 1948 to 2002 with red circles indicating earlier runoff, and blue 
circles indicating later runoff. Bottom map shows projected changes 
in snowmelt-driven streams by 2080-2099, compared to 1951-1980, 
under a higher emissions scenario.91

Stewart et al.157
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but increased water demands by society in regions 
that already rely on groundwater will clearly stress 
this resource, which is often drawn down faster 
than it can be recharged.164 In many locations, 
groundwater is closely connected to surface water 
and thus trends in surface water supplies over time 
affect groundwater. Changes in the water cycle that 
reduce precipitation or increase evaporation and 
runoff would reduce the amount of water avail-
able for recharge. Changes in vegetation and soils 
that occur as temperature changes or due to fire or 
pest outbreaks are also likely to affect recharge by 
altering evaporation and infiltration rates. More 
frequent and larger floods are likely to increase 
groundwater recharge in semi-arid and arid areas, 

where most recharge occurs through dry stream-
beds after heavy rainfalls and floods.142 

Sea-level rise is expected to increase saltwater 
intrusion into coastal freshwater aquifers, making 
some unusable without desalination.146 Increased 
evaporation or reduced recharge into coastal 
aquifers exacerbates saltwater intrusion. Shallow 
groundwater aquifers that exchange water with 
streams are likely to be the most sensitive part of 
the groundwater system to climate change. Small 
reductions in groundwater levels can lead to large 
reductions in streamflow and increases in ground-
water levels can increase streamflow.165 Further, 
the interface between streams and groundwater is 
an important site for pollution removal by microor-
ganisms. Their activity will change in response to 
increased temperature and increased or decreased 
streamflow as climate changes, and this will affect 
water quality. Like water quality, research on the 
impacts of climate change on groundwater has  
been minimal.149 

Climate change will place additional 
burdens on already stressed  
water systems.

In many places, the nation’s water systems are al-
ready taxed due to aging infrastructure, population 
increases, and competition among water needs for 

farming, municipalities, hydropower, recre-
ation, and ecosystems.167-169 Climate change 
will add another factor to existing water 
management challenges, thus increasing 
vulnerability.170 The U.S. Bureau of Recla-
mation has identified many areas in the West 
that are already at risk for serious conflict 
over water, even in the absence of climate 
change171 (see figure next page). 

Adapting to gradual changes, such as 
changes in average amounts of precipitation, 
is less difficult than adapting to changes in 
extremes. Where extreme events, such as 
droughts or floods, become more intense or 
more frequent with climate change, the eco-
nomic and social costs of these events will 
increase.172 Water systems have life spans 
of many years and are designed with spare 

Heavy rain can cause sediments to become suspended in water, 
reducing its quality, as seen in the brown swath above in New 
York City’s Ashokan reservoir following Hurricane Floyd in 
September 1999.

Lake Superior Summer Air and Water Temperatures
1979 to 2006

The recent large jump in summer water temperature is related to the 
recent large reduction in ice cover (see Midwest region).

Austin and Colman166
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capacity. These systems are thus able to cope with small changes in average conditions.172 Water resource 
planning today considers a broad range of stresses and hence adaptation to climate change will be one factor 
among many in deciding what actions will be taken to minimize vulnerability.172-174

 
Rapid regional population growth
The U.S. population is estimated to have grown to more than 300 million people, nearly a 7 percent increase 
since the 2000 Census. Current Census Bureau projections are for this growth rate to continue, with the 
national population projected to reach 350 million by 2025 and 420 
million by 2050. The highest rates of population growth to 2025 are 
projected to occur in areas such as the Southwest that are at risk for 
reductions in water supplies due to climate change.167

Aging water infrastructure
The nation’s drinking water and wastewater infrastructure is aging. 
In older cities, some buried water mains are over 100 years old and 
breaks of these lines are a significant problem. Sewer overflows re-
sulting in the discharge of untreated wastewater also occur frequently. 
Heavier downpours will exacerbate existing problems in many cities, 
especially where stormwater catchments and sewers are combined. 
Drinking water and sewer infrastructure is very expensive to install and maintain. Climate change will 
present a new set of challenges for designing upgrades to the nation’s water delivery and sewage  
removal infrastructure.168

Existing water disputes across
the country
Many locations in the United States are 
already undergoing water stress. The Great 
Lakes states are establishing an interstate 
compact to protect against reductions in 
lake levels and potential water exports. 
Georgia, Alabama, and Florida are in a 
dispute over water for drinking, recreation, 
farming, environmental purposes, and 
hydropower in the Apalachicola–Chatta-
hoochee–Flint River system.175,176 

The State Water Project in California is 
facing a variety of problems in the Sacra-
mento Delta, including endangered species, 
saltwater intrusion, and potential loss of 
islands due to flood- or earthquake-caused 
levee failures.177-182 A dispute over endan-
gered fish in the Rio Grande has been on-
going for many years.183 The Klamath River 
in Oregon and California has been the 
location of a multi-year disagreement over 
native fish, hydropower, and farming.184,185 
The Colorado River has been the site of 
numerous interstate quarrels over the last 
century.186,187 Large, unquantified Native 

Potential Water Supply Conflicts by 2025

USBR171

The map shows regions in the West where water supply conflicts are likely to occur 
by 2025 based on a combination of factors including population trends and potential 
endangered species’ needs for water. The red zones are where the conflicts are 
most likely to occur. This analysis does not factor in the effects of climate change, 
which is expected to exacerbate many of these already-identified issues.171 

Damage to the city water system in Asheville, 
North Carolina, due to heavy rain in 2004.
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American water rights challenge existing uses in 
the West (see Southwest region).188 By changing 
the existing patterns of precipitation and runoff, 
climate change will add another stress to  
existing problems. 

Changing water demands
Water demands are expected to change with in-
creased temperatures. Evaporation is projected to 
increase over most of the United States as tempera-
tures rise. Higher temperatures and longer dry peri-
ods are expected to lead to increased water demand 
for irrigation. This may be partially offset by more 
efficient use of water by plants due to rising atmo-
spheric carbon dioxide. Higher temperatures are 
projected to increase cooling water withdrawals by 
electrical generating stations. In addition, greater 
cooling requirements in summer will increase elec-
tricity use, which in turn will require more cooling 
water for power plants. Industrial and municipal 
demands are expected to increase slightly.146

The past century is no longer a 
reasonable guide to the future for  
water management.

Water planning and management have been based 
on historical fluctuations in records of stream 
flows, lake levels, precipitation, temperature, 
and water demands. All aspects of water 
management including reservoir sizing, 
reservoir flood operations, maximum urban 
stormwater runoff amounts, and projected 
water demands have been based on these 
records. Water managers have proven adept 
at balancing supplies and demand through 
the significant climate variability of the 
past century.142 Because climate change 
will significantly modify many aspects 
of the water cycle, the assumption of an 
unchanging climate is no longer appropriate 
for many aspects of water planning. Past 
assumptions derived from the historical 
record about supply and demand will need to 
be revisited for existing and proposed water 
projects.142,151,174

Drought studies that consider the past 1,200 
years indicate that in the West, the last 

century was significantly wetter than most other 
centuries. Multi-decade “megadroughts” in the 
years 900 to 1300 were substantially worse than 
the worst droughts of the last century, including 
the Dust Bowl era. The causes of these events are 
only partially known; if they were to reoccur, they 
would clearly stress water management, even in the 
absence of climate change (see figure below).97,149,189 

The intersection of substantial changes in the water 
cycle with multiple stresses such as population 
growth and competition for water supplies means 
that water planning will be doubly challenging. 
The ability to modify operational rules and water 
allocations is likely to be critical for the protection 
of infrastructure, for public safety, to ensure reli-
ability of water delivery, and to protect the environ-
ment. There are, however, many institutional and 
legal barriers to such changes in both the short and 
long term.190 Four examples:

The allocation of the water in many interstate • 
rivers is governed by compacts, international 
treaties, federal laws, court decrees, and other 
agreements that are difficult to modify. 

Reservoir operations are governed by “rule • 
curves” that require a certain amount of space 
to be saved in a reservoir at certain times of 

Long-Term Aridity Changes in the West

The black line shows the percentage of the area affected by drought (Palmer 
Drought Severity Index less than –1) in the West over the past 1,200 years. 
The red line indicates the average drought area in the years 900 to 1300. The 
blue horizontal line in the yellow box indicates the average during the period 
from 1900 to 2000, illustrating that the most recent period, during which 
population and water infrastructure grew rapidly in the West, was wetter 
than the long-term average (thin horizontal black line).189 Droughts shown in 
the period 1100-1300 significantly exceed those that have occurred over the 
past 100 years. 

Cook et al.189
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In most parts of the West, water is allocated • 
based on a “first in time means first in right” 
system, and because agriculture was developed 
before cities were established, large volumes 
of water typically are allocated to agriculture. 
Transferring agricultural rights to municipali-
ties, even for short periods during drought, can 

involve substantial expense and time 
and can be socially divisive.

Conserving water does not neces-• 
sarily lead to a right to that saved 
water, thus creating a disincentive 
for conservation.

Total U.S. water diversions peaked in 
the 1980s, which implies that expand-
ing supplies in many areas to meet new 
needs are unlikely to be a viable option, 
especially in arid areas likely to experi-
ence less precipitation. However, over 
the last 30 years, per capita water use 
has decreased significantly (due, for 
example, to more efficient technologies 
such as drip irrigation) and it is antici-
pated that per capita use will continue 
to decrease, thus easing stress.149

year to capture a potential flood. Devel-
oped by the U.S. Army Corps of Engineers 
based on historical flood data, many of these 
rule curves have never been modified, and 
modifications might require Environmental 
Impact Statements.151 

Adaptation:   New York City Begins Planning for Climate Change

The New York City Department of Environmental Protection (DEP), the agency in charge of 
providing the city’s drinking water and wastewater treatment, is beginning to alter its planning to 
take into account the effects of climate change – sea-level rise, higher temperatures, increases in 
extreme events, and changing precipitation patterns – on the city’s water systems. In partnership with 
Columbia University, DEP is evaluating climate change projections, impacts, indicators, and adaptation 
and mitigation strategies.

City planners have begun to address these issues by defining risks using probabilistic climate scenarios 
and considering potential adaptations that relate to operations/management, infrastructure, and policy. 
For example, DEP is examining the feasibility of relocating critical control systems to higher floors in 
low-lying buildings or to higher ground, building flood walls, and modifying design criteria to reflect 
changing hydrologic processes.

Important near-term goals of the overall effort include updating the existing 100-year flood elevations 
using climate model projections and identifying additional monitoring stations needed to track changes. 
DEP will also establish a system for reporting the impacts of extreme weather events on the City’s 
watershed and infrastructure. In the immediate future, DEP will evaluate flood protection measures 
for three existing water pollution control plants that are scheduled for renovation.194

Highlights of Water-Related Impacts by Sector
Sector Examples of Impacts

Human Health
Heavy downpours increase incidence of waterborne dis-
ease and floods, resulting in potential hazards to human life  
and health.163

Energy Supply
and Use

Hydropower production is reduced due to low flows in 
some regions. Power generation is reduced in fossil fuel 
and nuclear plants due to increased water temperatures 
and reduced cooling water availability.191

Transportation
Floods and droughts disrupt transportation. Heavy down-
pours affect harbor infrastructure and inland waterways. 
Declining Great Lakes levels reduce freight capacity.192

Agriculture and 
Forests

Intense precipitation can delay spring planting and damage 
crops. Earlier spring snowmelt leads to increased number 
of forest fires.193

Ecosystems Coldwater fish threatened by rising water temperatures. 
Some warmwater fish will expand ranges.70
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Spotlight on the 
Colorado River The Colorado River system supplies water 

to over 30 million people in the Southwest 
including Los Angeles, Phoenix, Las Vegas, and 
Denver. Reservoirs in the system, including the 
giant lakes Mead and Powell, were nearly full in 
1999, with almost four times the annual flow of 
the river stored. By 2007, the system had lost 
approximately half of that storage after enduring 
the worst drought in 100 years of record 
keeping.29 Runoff was reduced due to low winter 
precipitation, and warm, dry, and windy spring 
seasons that substantially reduced snowpack.

Numerous studies over the last 30 years have 
indicated that the river is likely to experience 
reductions in runoff due to climate change. In 
addition, diversions from the river to meet the 
needs of cities and agriculture are approaching 
its average flow. Under current conditions, 
even without climate change, large year-to-year 
fluctuations in reservoir storage are possible.152 
If reductions in flow projected to accompany 
global climate change occur, water managers will 
be challenged to satisfy all existing demands, let 
alone the increasing demands of a rapidly  
growing population.167,195

Efforts are underway to address these challenges. 
In 2005, the Department of Interior’s Bureau 
of Reclamation began a process to formalize 
operating rules for lakes Mead and Powell during 
times of low flows and to apportion limited water 
among the states.196  Matching photographs taken 18 months apart during the most 

serious period of recent drought show a significant decrease in 
Lake Powell.

June 29, 2002

December 23, 2003

The filling of Lake Mead (green) was initiated in 1935, and that of Lake Powell 
(blue) in 1963. In 1999, the lakes were nearly full, but by 2007, the lakes had lost 
nearly half of their storage water after the worst drought in 100 years.

Change in Water Volume of Lakes Mead and Powell

USBR171
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:   Water and Energy Connections

Water and energy are tightly interconnected; water systems use large 
amounts of energy, and energy systems use large amounts of water. 
Both are expected to be under increasing pressure in the future 
and both will be affected by a changing climate. In the energy sector, 
water is used directly for hydropower, and cooling water is critical for 
nearly all other forms of electrical power generation. Withdrawals 
of freshwater used to cool power plants that use heat to generate 
electricity are very large, nearly equaling the water withdrawn for 
irrigation. Water consumption by power plants is about 20 percent of 
all non-agricultural uses, or half that of all domestic use.197 

In the water sector, two very unusual attributes of water, significant weight due to its relatively 
high density, and high heat capacity, make water use energy intensive. Large amounts of energy 
are needed for pumping, heating, and treating drinking water and wastewater. Water supply and 
treatment consumes roughly 4 percent of the nation’s power supply, and electricity accounts for 
about 75 percent of the cost of municipal water processing and transport. In California, 30 percent 
of all non-power plant natural gas is used for water-related activities.198,199 The energy required 
to provide water depends on its source (groundwater, surface water, desalinated water, treated 
wastewater, or recycled water), the distance the water is conveyed, the amount of water moved, and 
the local topography. Surface water often requires more treatment than groundwater. Desalination 
requires large amounts of energy to produce freshwater. Treated wastewater and recycled water 
(used primarily for agriculture and industry) require energy for treatment, but little energy for supply 
and conveyance. Conserving water has the dual benefit of conserving energy and potentially reducing 
greenhouse gas emissions if fossil fuels are the predominant source of that energy. 

U.S. DOE197

Water and energy are intimately connected. Water is used by the power generation sector for cooling, and energy is used 
by the water sector for pumping, drinking water treatment, and wastewater treatment. Without energy, there would be 
limited water distribution, and without water, there would be limited energy production.
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Key Messages:
Warming will be accompanied by decreases in demand for heating energy and • 
increases in demand for cooling energy. The latter will result in significant 
increases in electricity use and higher peak demand in most regions.
Energy production is likely to be constrained by rising temperatures and limited • 
water supplies in many regions.
Energy production and delivery systems are exposed to sea-level rise and • 
extreme weather events in vulnerable regions.
Climate change is likely to affect some renewable energy sources across the • 
nation, such as hydropower production in regions subject to changing patterns 
of precipitation or snowmelt.

Energy is at the heart of the global warming 
challenge.3 It is humanity’s production and use of 
energy that is the primary cause of global warming, 
and in turn, climate change will eventually affect 
our production and use of energy. The vast majority 
of U.S. greenhouse gas emissions, about 87 percent, 
come from energy production and use.200

At the same time, other U.S. trends are increasing 
energy use: population shifts to the South, espe-
cially the Southwest, where 
air conditioning use is high, 
an increase in the square 
footage built per person, 
increased electrification of 
the residential and commer-
cial sectors, and increased 
market penetration of  
air conditioning.201

Many of the effects of 
climate change on energy 
production and use in the 
United States are not well 
studied. Some of the effects 
of climate change, however, 
have clear implications for 

energy production and use. For instance, rising 
temperatures are expected to increase energy re-
quirements for cooling and reduce energy require-
ments for heating.164,201 Changes in precipitation 
have the potential to affect prospects for hydropow-
er, positively or negatively.201 Increases in hurricane 
intensity are likely to cause further disruptions 
to oil and gas operations in the Gulf, like those 
experienced in 2005 with Hurricane Katrina and in 
2008 with Hurricane Ike.201 Concerns about climate 

Sources of U.S. Greenhouse Emissions (2003)

About 87 percent of U.S. greenhouse gas emissions come from energy production and use, as 
shown in the left pie chart. The right pie chart breaks down these emissions by greenhouse gas.

Adapted from U.S. EPA202

Key Sources
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change impacts will almost certainly alter percep-
tions and valuations of energy technology alterna-
tives. These effects are very likely to be relevant 
for energy policies, decisions, and institutions in 
the United States, affecting courses of action and 
appropriate strategies for risk management.201 

The overall scale of the national energy economy 
is very large, and the energy industry has both 
the financial and the managerial resources to be 
adaptive. Impacts due to climate change are likely 
to be most apparent at sub-national scales, such as 
regional effects of extreme weather events and re-
duced water availability, and effects of increased 
cooling demands on especially vulnerable places 
and populations.204 

Warming will be accompanied by 
decreases in demand for heating energy 
and increases in demand for cooling 
energy. The latter will result in significant 
increases in electricity use and higher 
peak demand in most regions.

Research on the effects of climate change on en-
ergy production and use has largely been limited 
to impacts on energy use in buildings. These 
studies have considered effects of global warming 
on energy requirements for heating and cooling 
in buildings in the United States.205 They find that 
the demand for cooling energy increases from 5 
to 20 percent per 1.8°F of warming, and the de-
mand for heating energy drops by 3 to 15 percent 
per 1.8°F of warming.205 These ranges reflect 
different assumptions about factors such as the 
rate of market penetration of improved building 
equipment technologies.205

Studies project that temperature increases due to 
global warming are very likely to increase peak 
demand for electricity in most regions of the 
country.205 An increase in peak demand can lead 
to a disproportionate increase in energy infra-
structure investment.205

Since nearly all of the cooling of buildings is 
provided by electricity use, whereas the vast 
majority of the heating of buildings is provided 
by natural gas and fuel oil,201,206 the projected 

Primary Energy Consumption
 by Major Source (1949 to 2007)

U.S. energy supply is dominated by fossil fuels. Petroleum, 
the top source of energy shown above, is primarily used for 
transportation (70 percent of oil use). Natural gas is used in 
roughly equal parts to generate electricity, power industrial 
processes, and heat water and buildings. Coal is primarily used 
to generate electricity (91 percent of coal use). Nuclear power 
is used entirely for electricity generation.

EIA203

U.S. Electricity Sources (2007) 

Coal, natural gas, and nuclear power plants together account for 
about 90 percent of current U.S. electricity production.

EIA203
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changes imply increased demands 
for electricity. This is especially the 
case where climate change would 
result in significant increases in the 
heat index in summer, and where 
relatively little space cooling has 
been needed in the past, but demands 
are likely to increase in the future.205 
The increase in electricity demand is 
likely to be accelerated by population 
movements to the South and South-
west, which are regions of especially 
high per capita electricity use, due to 
demands for cooling in commercial 
buildings and households.205 Because 
nearly half of the nation’s electric-
ity is currently generated from coal, 
these factors have the potential to 
increase total national carbon dioxide 
emissions in the absence of improved 
energy efficiency, development of 
non-carbon energy sources, and/or 
carbon capture and storage.205

 
Other effects of climate change on 
energy consumption are less clear, 
because little research has been done.205 
For instance, in addition to cooling, 
air conditioners also remove moisture 
from the air; thus the 
increase in humidity 
projected to accompany 
global warming is likely 
to increase electric-
ity consumption by 
air conditioners even 
further.205 As other ex-
amples, warming would 
increase the use of air 
conditioners in high-
way vehicles, and water 
scarcity in some regions 
has the potential to in-
crease energy demands 
for water pumping. It is 
important to improve 
the information avail-
able about these other 
kinds of effects.

Shifting Energy Demand in the United States by 2080-2099

“Degree days” are a way of measuring the energy needed for heating and cooling by adding up how many 
degrees hotter or colder each day’s average temperature is from 65ºF over the course of a year. Colder 
locations have high numbers of heating degree days and low numbers of cooling degree days, while hotter 
locations have high numbers of cooling degree days and low numbers of heating degree days. Nationally, 
the demand for energy will increase in summer and decrease in winter. Cooling uses electricity while 
heating uses a combination of energy sources, so the overall effect nationally and in most regions will be 
an increased need for electricity. The projections shown in the chart are for late this century. The higher 
emissions scenario91 used here is referred to as “even higher” on page 23.

CMIP3-B117

Change in Population
from 1970 to 2008

The map above, showing percentage changes in county population between 1970 and 
2008, graphically illustrates the large increases in places that require air conditioning.  
Areas with very large increases are shown in orange, red, and maroon. Some places had 
enormous growth, in the hundreds of thousands of people. For example, counties in the 
vicinity of South Florida, Atlanta, Los Angeles, Phoenix, Las Vegas, Denver, Dallas, and 
Houston all had very large increases.

U.S. Census207
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Energy production is likely to be 
constrained by rising temperatures and 
limited water supplies in many regions. 

In some regions, reductions in water supply due 
to decreases in precipitation and/or water from 
melting snowpack are likely to be significant, 
increasing the competition for water among vari-
ous sectors including energy production (see Water 
Resources sector).191,208

The production of energy from fossil fuels (coal, 
oil, and natural gas) is inextricably linked to the 
availability of adequate and sustainable supplies of 
water.191,208 While providing the United States with 
the majority of its annual energy needs, fossil fuels 
also place a high demand on the nation’s water 
resources in terms of both quantity and quality 
impacts.191,208 Generation of electricity in thermal 
power plants (coal, nuclear, gas, or oil) is water 
intensive. Power plants rank only slightly behind 
irrigation in terms of freshwater withdrawals in the 
United States.191 

There is a high likelihood that water shortages will 
limit power plant electricity production in many 
regions. Future water constraints on electricity 
production in thermal power plants are projected 
for Arizona, Utah, Texas, Louisiana, Georgia, Ala-
bama, Florida, California, Oregon, and Washington 
state by 2025.191 Additional parts of the United 
States could face similar constraints as a result 
of drought, growing populations, and increasing 
demand for water for various uses, at least season-
ally.209 Situations where the development of new 
power plants is being slowed down or halted due 
to inadequate cooling water are becoming more 
frequent throughout the nation.191 

The issue of competition among various water uses 
is dealt with in more detail in the Water Resources 
sector. In connection with these issues and other re-
gional water scarcity impacts, energy is likely to be 
needed to move and manage water. This is one of 
many examples of interactions among the impacts 
of climate change on various sectors that, in this 
case, affects energy requirements.

In addition to the problem of water availability, 
there are issues related to an increase in water 
temperature. Use of warmer water reduces the effi-
ciency of thermal power plant cooling technologies. 
And, warmer water discharged from power plants 
can alter species composition in aquatic ecosys-
tems.210 Large coal and nuclear plants have been 
limited in their operations by reduced river levels 
caused by higher temperatures and thermal limits 
on water discharge.191

The efficiency of thermal power plants, fossil 
or nuclear, is sensitive to ambient air and water 
temperatures; higher temperatures reduce power 
outputs by affecting the efficiency of cooling.191 
Although this effect is not large in percentage 
terms, even a relatively small change could have 
significant implications for total national electric 
power supply.191 For example, an average reduction 
of 1 percent in electricity generated by thermal 
power plants nationwide would mean a loss of 25 
billion kilowatt-hours per year,211 about the amount 
of electricity consumed by 2 million Americans, a 
loss that would need to be supplied in some other 
way or offset through measures that improve  
energy efficiency.

Nuclear, coal, and natural gas power plants require large 
amounts of water for cooling.191
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Energy production and delivery  
systems are exposed to sea-level 
rise and extreme weather events in 
vulnerable regions.

Sea-level rise 
A significant fraction of America’s energy infra-
structure is located near the coasts, from power 
plants, to oil refineries, to facilities that receive oil 
and gas deliveries.191 Rising sea levels are likely to 
lead to direct losses, such as equipment damage 
from flooding or erosion, and indirect effects, such 
as the costs of raising vulnerable assets to higher 
levels or building new facilities farther inland, in-
creasing transportation costs.191 The U.S. East Coast 
and Gulf Coast have been identified as particularly 
vulnerable to sea-level rise because the land is rela-
tively flat and also sinking in many places.191 

Extreme events
Observed and projected increases in a variety of 
extreme events will have significant impacts on the 
energy sector. As witnessed in 2005, hurricanes 
can have a debilitating impact on energy infrastruc-
ture. Direct losses to the energy industry in 2005 
are estimated at $15 billion,191 with millions more 
in restoration and recovery costs. As one example, 
the Yscloskey Gas Processing Plant (located on 

the Louisiana coast) was forced to close for six 
months following Hurricane Katrina, resulting in 
lost revenues to the plant’s owners and employees, 
and higher prices to consumers, as gas had to be 
procured from other sources.191

The impacts of an increase in severe weather are 
not limited to hurricane-prone areas. For example, 
rail transportation lines, which carry approxi-
mately two-thirds of the coal to the nation’s power 
plants,212 often follow riverbeds, especially in the 
Appalachian region.191 More intense rainstorms, 
which have been observed and projected,68,112 can 
lead to rivers flooding, which can “wash out” or 
degrade nearby railbeds and roadbeds.191 This is 
also a problem in the Midwest, which experienced 
major flooding of the Mississippi River in 1993  
and 2008.213

Development of new energy facilities could be re-
stricted by siting concerns related to sea-level rise, 
exposure to extreme events, and increased capital 
costs resulting from a need to provide greater pro-
tection from extreme events.191 

The electricity grid is also vulnerable to climate 
change effects, from temperature changes to severe 
weather events.191 The most familiar example is  

The Gulf Coast is home to the U.S. oil and gas industries, representing 
nearly 30 percent of the nation’s crude oil production and approximately 

20 percent of its natural gas production. One-third of the national refining 
and processing capacity lies on coastal plains adjacent to the Gulf of Mexico. 

Several thousand offshore drilling platforms, dozens of refineries, and thousands 
of miles of pipelines are vulnerable to damage and disruption due to sea-level rise 

and the high winds and storm surge associated with hurricanes and other tropical 
storms. For example, hurricanes Katrina and Rita halted all oil and gas production 

from the Gulf, disrupted nearly 20 percent of the nation’s refinery capacity, and closed 
many oil and gas pipelines.214 Relative sea-level rise in parts of the Gulf Coast region (Louisiana 

and East Texas) is projected to be as high as 2 to 4 feet by 2050 to 2100, due to the combination 
of global sea-level rise caused by warming oceans and melting ice and local land sinking.215 Combined 

with onshore and offshore storm activity, this would represent an increased threat to this regional energy 
infrastructure. Some adaptations to these risks are beginning to emerge (see Adaptation box, page 58).

Offshore oil production is particularly susceptible to extreme weather events. Hurricane Ivan in 2004 destroyed 
seven platforms in the Gulf of Mexico, significantly damaged 24 platforms, and damaged 102 pipelines. Hurricanes 
Katrina and Rita in 2005 destroyed more than 100 platforms and damaged 558 pipelines. For example, Chevron’s 
$250 million “Typhoon” platform was damaged beyond repair. Plans are being made to sink its remains to 
the seafloor.
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The number of incidents caused by extreme weather has increased tenfold since 1992. The portion of all events 
that are caused by weather-related phenomena has more than tripled from about 20 percent in the early 1990s 
to about 65 percent in recent years. The weather-related events are more severe, with an average of about 
180,000 customers affected per event compared to about 100,000 for non-weather-related events (and 50,000 
excluding the massive blackout of August 2003).201 The data shown include disturbances that occurred on the 
nation’s large-scale “bulk” electric transmission systems. Most outages occur in local distribution networks and 
are not included in the graph. Although the figure does not demonstrate a cause-effect relationship between 
climate change and grid disruption, it does suggest that weather and climate extremes often have important 
effects on grid disruptions. We do know that more frequent weather and climate extremes are likely in the 
future,68 which poses unknown new risks for the electric grid.

Significant Weather-Related U.S. Electric Grid Disturbances

EIA216

Adaptation:   Addressing Oil Infrastructure Vulnerabilities in the Gulf Coast

Port Fourchon, Louisiana, supports 75 percent of deepwater oil and gas 
production in the Gulf of Mexico, and its role in supporting oil production 
in the region is increasing. The Louisiana Offshore Oil Port, located 
about 20 miles offshore, links daily imports of 1 million barrels of oil and 
production of 300,000 barrels in the Gulf of Mexico to 50 percent of 
national refining capacity. One road, Louisiana Highway 1, connects Port 
Fourchon with the nation. It transports machinery, supplies, and workers 
and is the evacuation route for onshore and offshore workers. Responding 
to threats of storm surge and flooding, related in part to concerns about 
climate change, Louisiana is currently upgrading Highway 1, including 
elevating it above the 500-year flood level and building a higher bridge over 
Bayou LaFourche and the Boudreaux Canal.217 
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Northwest.191 It is likely to be significantly affected 
by climate change in regions subject to reduced 
precipitation and/or water from melting snowpack. 
Significant changes are already being detected in 
the timing and amount of streamflows in many 
western rivers,164 consistent with the predicted ef-
fects of global warming. More precipitation coming 
as rain rather than snow, reduced snowpack, earlier 
peak runoff, and related effects are beginning to 
affect hydropower availability.164 

Hydroelectric generation is very sensitive to chang-
es in precipitation and river discharge. For example, 
every 1 percent decrease in precipitation results 
in a 2 to 3 percent drop in streamflow;219 every 1 
percent decrease in streamflow in the Colorado 
River Basin results in a 3 percent drop in power 
generation.191 Such magnifying sensitivities occur 
because water flows through multiple power plants 
in a river basin.191 

Climate impacts on hydropower occur when either 
the total amount or the timing of runoff is altered, 
such as when natural water storage in snowpack 
and glaciers is reduced under hotter conditions. 
Glaciers, snowpack, and their associated runoff are 
already declining in the West, and larger declines 
are projected.164

Hydropower operations are also affected by chang-
es to air temperatures, humidity, or wind patterns 
due to climate change.191 These variables cause 
changes in water quantity and quality, including 
water temperature. Warmer air and water generally 
increase the evaporation of water from the surface 

effects of severe weather events on power lines, 
such as from ice storms, thunderstorms, and hur-
ricanes. In the summer heat wave of 2006, for 
example, electric power transformers failed in 
several areas (including St. Louis, Missouri, and 
Queens, New York) due to high temperatures, caus-
ing interruptions of electric power supply. It is not 
yet possible to project effects of climate change on 
the grid, because so many of the effects would be 
more localized than current climate change models 
can depict; but, weather-related grid disturbances 
are recognized as a challenge for strategic planning 
and risk management.

Climate change is likely to affect some 
renewable energy sources across the 
nation, such as hydropower production 
in regions subject to changing patterns 
of precipitation or snowmelt. 

Renewable sources currently account for about 
9 percent of electricity production in the United 
States.203 Hydroelectric power is by far the largest 
renewable contributor to electricity generation,191 
accounting for about 7 percent of total U.S. elec-
tricity.218 Like many things discussed in this report, 
renewable energy resources have strong interrela-
tionships with climate change; using renewable en-
ergy can reduce the magnitude of climate change, 
while climate change can affect the prospects for 
using some renewable energy sources.

Hydropower is a major source of electricity in 
some regions of the United States, notably in the 

Florida’s energy infrastructure is particularly vulnerable to sea-level 
rise and storm impacts. Most of the petroleum products consumed 

in Florida are 
delivered by barge to 

three ports, two on 
the east coast and one 

on the west coast. The 
interdependencies of natural 

gas distribution, transportation 
fuel distribution and delivery, and 

electrical generation and distribution 
were found to be major issues in Florida’s 

recovery from recent major hurricanes.191 
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winds affect wind power, and temperature and wa-
ter availability affect biomass production (particu-
larly related to water requirements for biofuels).191 
The limited research to date on these important is-
sues does not support firm conclusions about where 
such impacts would occur and how significant they 
would be.205 This is an area that calls for much 
more study (see An Agenda for Climate Impacts 
Science section, Recommendation 2).

of reservoirs, reducing the 
amount of water available 
for power production and 
other uses. Huge reservoirs 
with large surface areas, 
located in arid, sunny parts 
of the country, such as Lake 
Mead (located on Arizona-
Nevada border on the Colo-
rado River), are particularly 
susceptible to increased 
evaporation due to warming, 
meaning less water will be 
available for all uses, includ-
ing hydropower.191 And, 
where hydropower dams 
flow into waterways that 
support trout, salmon or other coldwater fisheries, 
warming of reservoir releases might have detrimen-
tal consequences that require changes in operations 
that reduce power production.191 Such impacts  
will increasingly translate into competition for 
water resources. 

Climate change is also likely to affect other renew-
able energy sources. For example, changing cloud 
cover affects solar energy resources, changes in 

Hydroelectric dam in the Northwest

Significant impacts of warming on the energy sector can 
already be observed in Alaska, where temperatures have risen 

about twice as much as the rest of the nation. In Alaska, frozen 
ground and ice roads are an important means of winter travel, 

and warming has resulted in a much shorter cold season. Impacts 
on the oil and natural gas industries on Alaska’s North Slope have 

been one of the results. For example, the season during which oil 
and gas exploration and extraction equipment can be operated on the 

tundra has been shortened due to warming. In addition, the thawing of 
permafrost, on which buildings, pipelines, airfields, and coastal installations 

supporting oil and gas development are located, adversely affects these structures 
and increases the cost of maintaining them.191 

Different energy impacts are expected in the marine environment as sea 
ice continues to retreat and thin. These trends are expected to improve 
shipping accessibility, including oil and gas transport by sea, around 
the margins of the Arctic Basin, at least in the summer. The improved 
accessibility, however, will not be uniform throughout the different 
regions. Offshore oil exploration and extraction might benefit from 
less extensive and thinner sea ice, although equipment will have to be 
designed to withstand increased wave forces and ice movement.191,220



The U.S. transport sector is a significant source of greenhouse gases, accounting for 27 percent 
of U.S. emissions.221 While it is widely recognized that emissions from transportation have  
a major impact on climate, climate change will also have a major impact  
on transportation. 

Climate change impacts pose significant challenges to our nation’s multi-
modal transportation system and cause disruptions in other sectors across 
the economy. For example, major flooding in the Midwest in 1993 and 2008 
restricted regional travel of all types, and disrupted freight and rail shipments 
across the country, such as those bringing coal to power plants and chlorine 
to water treatment systems. The U.S. transportation network is vital to the na-
tion’s economy, safety, and quality of life.

Extreme events present major challenges for transportation, and such events 
are becoming more frequent and intense. Historical weather patterns are no 
longer a reliable predictor of the future.222 Transportation planners have not 
typically accounted for climate change in their long-term planning and project 
development. The longevity of transportation infrastructure, the long-term 
nature of climate change, and the potential impacts identified by recent studies 
warrant serious attention to climate change in planning new or rehabilitated 
transportation systems.223

The strategic examination of national, regional, state, and local networks is an important step 
toward understanding the risks posed by climate change. A range of adaptation responses can be 
employed to reduce risks through redesign or relocation of infrastructure, increased redundancy 
of critical services, and operational improvements. Adapting to climate change is an evolutionary 
process. Through adoption of longer planning horizons, risk management, and adaptive respons-
es, vulnerable transportation infrastructure can be made more resilient.215 

Transportation

PB 61

Global Climate Change Impacts in the United States Transportation

Key Messages:
Sea-level rise and storm surge will increase the risk of major coastal impacts, • 
including both temporary and permanent flooding of airports, roads, rail lines, 
and tunnels.
Flooding from increasingly intense downpours will increase the risk of • 
disruptions and delays in air, rail, and road transportation, and damage from 
mudslides in some areas.
The increase in extreme heat will limit some transportation operations and • 
cause pavement and track damage. Decreased extreme cold will provide some 
benefits such as reduced snow and ice removal costs.
Increased intensity of strong hurricanes would lead to more evacuations, • 
infrastructure damage and failure, and transportation interruptions.
Arctic warming will continue to reduce sea ice, lengthening the ocean • 
transport season, but also resulting in greater coastal erosion due to waves. 
Permafrost thaw in Alaska will damage infrastructure. The ice road season will 
become shorter.

Buildings and debris float up against 
a railroad bridge on the Cedar River 
during record flooding in June 2008, 
in Cedar Rapids, Iowa.

Key Sources



Sea-level rise and storm surge will 
increase the risk of major coastal 
impacts, including both temporary and 
permanent flooding of airports, roads, 
rail lines, and tunnels.

Sea-level rise
Transportation infrastructure in U.S. coastal areas 
is increasingly vulnerable to sea-level rise. Given 
the high population density near the coasts, the 
potential exposure of transportation infrastructure 
to flooding is immense. Population swells in these 
areas during the summer months because beaches 
are very important tourist destinations.222 

In the Gulf Coast area alone, an estimated 2,400 
miles of major roadway and 246 miles of freight 
rail lines are at risk of permanent flooding 
within 50 to 100 years as global warming and 
land subsidence (sinking) combine to produce an 
anticipated relative sea-level rise in the range of 4 
feet.217 Since the Gulf Coast region’s transportation 
network is interdependent and relies on minor roads 
and other low-lying infrastructure, the risks of 
service disruptions due to sea-level rise are likely to 
be even greater.217 

Coastal areas are also major centers of economic 
activity. Six of the nation’s top 10 freight gateways 
(measured by the value of shipments) will be threat-
ened by sea-level rise.222 Seven of the 10 largest 
ports (by tons of traffic) are located on the Gulf 
Coast.222 The region is also home to the U.S. oil and 
gas industry, with its offshore drilling platforms, 
refineries, and pipelines. Roughly two-thirds of 
all U.S. oil imports are transported through this 
region224 (see Energy sector). Sea-level rise would 
potentially affect commercial transportation activ-
ity valued in the hundreds of billions of dollars an-
nually through inundation of area roads, railroads, 
airports, seaports, and pipelines.217

Storm surge
More intense storms, especially when coupled 
with sea-level rise, will result in far-reaching and 
damaging storm surges. An estimated 60,000 miles 
of coastal highway are already exposed to periodic 
flooding from coastal storms and high waves.222 
Some of these highways currently serve as evacu-
ation routes during hurricanes and other coastal 
storms, and these routes could become seriously 
compromised in the future. 
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Gulf Coast Area Roads at Risk from Sea-Level Rise

Within 50 to 100 years, 2,400 miles of major roadway are projected to be inundated by sea-level rise in the Gulf Coast region. 
The map shows roadways at risk in the event of a sea-level rise of about 4 feet, within the range of projections for this region 
in this century under medium- and high-emissions scenarios.91 In total, 24 percent of interstate highway miles and 28 percent 
of secondary road miles in the Gulf Coast region are at elevations below 4 feet.217  

CCSP SAP 4.7217



With the potential for 
significant sea-level rise 

estimated under continued high levels of 
emissions, the combined effects of sea-level 
rise and storm surge are projected to increase 
the frequency of flooding. What is currently 
called a 100-year storm is projected to occur 
as often as every 10 years by late this century. 
Portions of lower Manhattan and coastal areas 
of Brooklyn, Queens, Staten Island, and Nassau 
County, would experience a marked increase 
in flooding frequency. Much of the critical 
transportation infrastructure, including tunnels, 
subways, and airports, lies well within the range 
of projected storm surge and would be flooded 
during such events.222,225,369 

Regional Spotlight: 
New York  
Metropolitan Area

ground. Underground tunnels and other low-lying 
infrastructure will experience more frequent and 
severe flooding. Higher sea levels and storm surges 
will also erode road base and undermine bridge 
supports. The loss of coastal wetlands and barrier 
islands will lead to further coastal erosion due to 
the loss of natural protection from wave action.

Water
Impacts on harbor infrastructure from wave dam-
age and storm surges are projected to increase. 
Changes will be required in harbor and port 
facilities to accommodate higher tides and storm 
surges. There will be reduced clearance under some 
waterway bridges for boat traffic. Changes in the 
navigability of channels are expected; some will 
become more accessible (and extend farther inland) 
because of deeper waters, while others will be 
restricted because of changes in sedimentation rates 
and sandbar locations. In some areas, waterway 
systems will become part of open water as barrier 
islands disappear. Some channels are likely to have 
to be dredged more frequently as has been done 
across large open-water bodies in Texas.222 

Coastal areas are projected to experience 
continued development pressures as both 
retirement and tourist destinations. Many of the 
most populous counties of the Gulf Coast, which 
already experience the effects of tropical storms, 
are expected to grow rapidly in the coming 
decades.222 This growth will generate demand for 
more transportation infrastructure and services, 
challenging transportation planners to meet the 
demand, address current and future flooding, and 
plan for future conditions.223

Land
More frequent inundation and interruptions in 
travel on coastal and low-lying roadways and rail 
lines due to storm surge are projected, potentially 
requiring changes to minimize disruptions. More 
frequent evacuations due to severe storm surges 
are also likely. Across the United States, many 
coastal cities have subways, tunnels, parking lots, 
and other transportation infrastructure below 
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Sea-level rise, 
combined with high 
rates of subsidence 
in some areas, 
will make much 
of the existing 
infrastructure more 
prone to frequent 
or permanent 
inundation; 27 

percent of the major roads, 9 percent of the rail 
lines, and 72 percent of the ports in the area 
shown on the map on the previous page are 
built on land at or below 4 feet in elevation, a 
level within the range of projections for relative 
sea-level rise in this region in this century. 
Increased storm intensity may lead to increased 
service disruption and infrastructure damage. 
More than half of the area’s major highways (64 
percent of interstates, 57 percent of arterials), 
almost half of the rail miles, 29 airports, and 
virtually all of the ports, are below 23 feet in 
elevation and subject to flooding and damage 
due to hurricane storm surge. These factors 
merit consideration in today’s transportation 
decisions and planning processes.217

Regional 
Spotlight: 
Gulf Coast



Air
Airports in coastal cities are often located adjacent 
to rivers, estuaries, or open ocean. Airport runways 
in coastal areas face inundation unless effective 
protective measures are taken. There is the po-
tential for closure or restrictions for several of the 
nation’s busiest airports that lie in coastal zones, 
affecting service to the highest density populations 
in the United States. 

Flooding from increasingly intense 
downpours will increase the risk of 
disruptions and delays in air, rail, and 
road transportation, and damage from 
mudslides in some areas.

Heavy downpours have already increased substan-
tially in the United States; the heaviest 1 percent 
of precipitation events increased by 20 percent, 
while total precipitation increased by only 7 percent 
over the past century.112 Such intense precipitation 
is likely to increase the frequency and severity 
of events such as the Great Flood of 1993, which 
caused catastrophic flooding along 500 miles of 
the Mississippi and Missouri river system, paralyz-
ing surface transportation systems, including rail, 
truck, and marine traffic. Major east-west traffic 
was halted for roughly six weeks in an area stretch-
ing from St. Louis, Missouri, west to Kansas City, 
Missouri and north to Chicago, Illinois, affecting 
one-quarter of all U.S. freight, which either origi-
nated or terminated in the flood-affected region.222

The June 2008 Midwest flood was the second 
record-breaking flood in the past 15 years. Dozens 
of levees were breached or overtopped in Iowa, 
Illinois, and Missouri, flooding huge areas, includ-
ing nine square miles in and around Cedar Rapids, 
Iowa. Numerous highway and rail bridges were 
impassable due to flooding of approaches and 
transport was shut down along many stretches of 
highway, rail lines, and normally navigable water-
ways.

Planners have generally relied on weather extremes 
of the past as a guide to the future, planning, for 
example, for a “100-year flood,” which is now 
likely to come more frequently as a result of 

climate change. Historical analysis of weather data 
has thus become less reliable as a forecasting tool. 
The accelerating changes in climate make it more 
difficult to predict the frequency and intensity of 
weather events that can affect transportation.222

 
Land
The increase in heavy precipitation will inevita-
bly cause increases in weather-related accidents, 
delays, and traffic disruptions in a network already 
challenged by increasing congestion.215 There will 
be increased flooding of evacuation routes, and 
construction activities will be disrupted. Changes 
in rain, snowfall, and seasonal flooding will impact 
safety and maintenance operations on the nation’s 
roads and railways. For example, if more precipita-
tion falls as rain rather than snow in winter and 
spring, there will be an increased risk of landslides, 
slope failures, and floods from the runoff, causing 
road closures as well as the need for road repair and 
reconstruction222 (see Water Resources sector).

Increased flooding of roadways, rail lines, and 
underground tunnels is expected. Drainage systems 
will be overloaded more frequently and severely, 
causing backups and street flooding. Areas where 
flooding is already common will face more fre-
quent and severe problems. For example, Louisiana 
Highway 1, a critical link in the transport of oil 
from the Gulf of Mexico, has recently experienced 
increased flooding, prompting authorities to elevate 
the road (see Adaptation Box page 58).217 Increases 
in road washouts, damage to railbed support struc-
tures, and landslides and mudslides that damage 
roads and other infrastructure are expected. If soil 
moisture levels become too high, the structural 
integrity of roads, bridges, and tunnels, which in 
some cases are already under age-related stress and 
in need of repair, could be compromised. Stand-
ing water will have adverse impacts on road base. 
For example, damage due to long term submersion 
of roadways in Louisiana was estimated to be $50 
million for just 200 miles of state-owned highway. 
The Louisiana Department of Transportation and 
Development noted that a total of 1,800 miles of 
roads were under water for long periods, requiring 
costly repairs.217 Pipelines are likely to be damaged 
because intense precipitation can cause the ground 
to sink underneath the pipeline; in shallow river-
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beds, pipelines are more exposed to the elements 
and can be subject to scouring and shifting due to 
heavy precipitation.217

Water
Facilities on land at ports and harbors will be vul-
nerable to short term flooding from heavy down-
pours, interrupting shipping service. Changes in 
silt and debris buildup resulting from extreme pre-
cipitation events will affect channel depth, increas-
ing dredging costs. The need to expand stormwater 
treatment facilities, which can be a significant ex-
pense for container and other terminals with large 
impermeable surfaces, will increase.

Air
Increased delays due to heavy downpours are 
likely to affect operations, causing increasing flight 
delays and cancellations.222 Stormwater runoff that 
exceeds the capacity of collection and drainage 
systems will cause flooding, delays, and airport 
closings. Heavy downpours will affect the struc-
tural integrity of airport facilities, such as through 
flood damage to runways and other infrastructure. 
All of these impacts have implications for emer-
gency evacuation planning, facility maintenance, 
and safety.222

The increase in extreme heat will limit 
some transportation operations and 
cause pavement and track damage. 
Decreased extreme cold will provide 
some benefits such as reduced snow and 
ice removal costs.

Land
Longer periods of extreme heat in summer can 
damage roads in several ways, including softening 
of asphalt that leads to rutting from heavy traffic.164 
Sustained air temperature over 90°F is a significant 
threshold for such problems (see maps page 34). 
Extreme heat can cause deformities in rail tracks,  
at minimum resulting in speed restrictions and,  
at worst, causing derailments. Air temperatures 
above 100°F can lead to equipment failure (see 
maps page 90). Extreme heat also causes thermal 
expansion of bridge joints, adversely affecting 
bridge operations and increasing maintenance 
costs. Vehicle overheating and tire deterioration are 
additional concerns.222 Higher temperatures will 
also increase refrigeration needs for goods during 
transport, particularly in the South, raising trans-
portation costs.217

Increases in very hot days and heat waves are ex-
pected to limit construction activities due to health 
and safety concerns for highway workers. Guid-
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Adaptation:   Climate Proofing a Road

Completion of a road around the 42-square mile 
island of Kosrae in the U.S.-affiliated Federated 
States of Micronesia provides a good example of 
adaptation to climate change. A road around the 
island’s perimeter existed, except for a 10-mile gap. 
Filling this gap would provide all-weather land access 
to a remote village and allow easier access to the 
island’s interior. 

In planning this new section of road, authorities decided to “climate-proof” it against 
projected increases in heavy downpours and sea-level rise. This led to the section of road 
being placed higher above sea level and with an improved drainage system to handle the 
projected heavier rainfall. While there were additional capital costs for incorporating 
this drainage system, the accumulated costs, including repairs and maintenance, would be 
lower after about 15 years, equating to a good rate of return on investment. Adding this 
improved drainage system to roads that are already built is more expensive than on new 
construction, but still has been found to be cost effective.226



ance from the U.S. Occupational Safety and Health 
Administration states that concern for heat stress 
for moderate to heavy work begins at about 80°F 
as measured by an index that combines tempera-
ture, wind, humidity, and direct sunlight. For dry 
climates, such as Phoenix and Denver, National 
Weather Service heat indices above 90°F might 
allow work to proceed, while higher humidity areas 
such as New Orleans or Miami should consider 80 
to 85°F as an initial level for work restrictions.227 
These trends and associated impacts will be exac-
erbated in many places by urban heat island effects 
(see Human Health and Society sectors). 

Wildfires are projected to increase, especially in 
the Southwest (see Southwest region), threatening 
communities and infrastructure directly and bring-
ing about road and rail closures in affected areas. 

In many northern states, warmer winters will bring 
about reductions in snow and ice removal costs, 
lessen adverse environmental impacts from the use 
of salt and chemicals on roads and bridges, extend 
the construction season, and improve the mobility 
and safety of passenger and freight travel through 
reduced winter hazards. On the other hand, more 
freeze-thaw conditions are projected to occur in 
northern states, creating frost heaves and potholes 
on road and bridge surfaces and resulting in load 
restrictions on certain roads to minimize the dam-
age. With the expected earlier onset of seasonal 
warming, the period of springtime load restrictions 
might be reduced in some areas, but it is likely to 
expand in others with shorter winters but longer 
thaw seasons. Longer construction seasons will be 
a benefit in colder locations.222

Water
Warming is projected to mean a longer shipping 
season but lower water levels for the Great Lakes 
and St. Lawrence Seaway. Higher temperatures, 
reduced lake ice, and increased evaporation are 
expected to combine to produce lower water levels 
as climate warming proceeds (see Midwest re-
gion). With lower lake levels, ships will be unable 
to carry as much cargo and hence shipping costs 
will increase. A recent study, for example, found 
that the projected reduction in Great Lakes water 
levels would result in an estimated 13 to 29 percent 
increase in shipping costs for Canadian commercial 
navigation by 2050, all else remaining equal.222

If low water levels become more common because 
of drier conditions due to climate change, this could 
create problems for river traffic, reminiscent of the 
stranding of more than 4,000 barges on the Mis-
sissippi River during the drought in 1988. Freight 
movements in the region could be seriously im-
paired, and extensive dredging could be required 
to keep shipping channels open. On the other hand, 
a longer shipping season afforded by a warmer 
climate could offset some of the resulting adverse 
economic effects. 
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An example of intense precipitation affecting 
transportation infrastructure was the record-
breaking 24-hour rainstorm in July 1996, which 
resulted in flash flooding in Chicago and its 
suburbs, with major impacts. Extensive travel 
delays occurred on metropolitan highways and 
railroads, and streets and bridges were damaged. 
Commuters were unable to reach Chicago for 
up to three days, and more than 300 freight 
trains were delayed or rerouted.222

The June 2008 Midwest floods caused I-80 
in eastern Iowa to be closed for more than 
five days, disrupting major east-west shipping 
routes for trucks and the east-west rail lines 
through Iowa. These floods exemplify the kind 
of extreme precipitation events and their direct 
impacts on transportation that are likely to 
become more frequent in a warming world. 
These extremes create new and more difficult 
problems that must be addressed in the design, 
construction, rehabilitation, and operation of 
the nation’s transportation infrastructure.

Regional Spotlight:  
the Midwest



In cold areas, the projected decrease in very cold 
days will mean less ice accumulation on vessels, 
decks, riggings, and docks; less ice fog; and fewer 
ice jams in ports.222 

Air 
Rising temperatures will affect airport ground 
facilities, runways in particular, in much the same 
way they affect roads. Airports in some areas are 
likely to benefit from reduction in the cost of snow 
and ice removal and the impacts of salt and chemi-
cal use, though some locations have seen increases 
in snowfall. Airlines could benefit from reduced 
need to de-ice planes. 

More heat extremes will create added operational 
difficulties, for example, causing greater energy 
consumption by planes on the ground. Extreme 
heat also affects aircraft lift; because hotter air is 
less dense, it reduces the lift produced by the wing 
and the thrust produced by the engine – problems 
exacerbated at high altitudes and high tempera-
tures. As a result, planes need to take off faster, 
and if runways are not sufficiently long for aircraft 
to build up enough speed to generate lift, aircraft 
weight must be reduced. Thus, increases in ex-
treme heat will result in payload restrictions, could 
cause flight cancellations and service disruptions 

at affected airports, and could require 
some airports to lengthen runways. 
Recent hot summers have seen flights 
cancelled due to heat, especially in 
high altitude locations. Economic 
losses are expected at affected air-
ports. A recent illustrative analysis 
projects a 17 percent reduction in 
freight carrying capacity for a single 
Boeing 747 at the Denver airport by 
2030 and a 9 percent reduction at the 
Phoenix airport due to increased tem-
perature and water vapor.222 

Drought
Rising air temperatures increase 
evaporation, contributing to dry 
conditions, especially when accompa-
nied by decreasing precipitation. Even 
where total annual precipitation does 
not decrease, precipitation is projected 
to become less frequent in many parts 

of the country.68 Drought is expected to be an in-
creasing problem in some regions; this, in turn, has 
impacts on transportation. For example, increased 
susceptibility to wildfires during droughts could 
threaten roads and other transportation infrastruc-
ture directly, or cause road closures due to fire 
threat or reduced visibility such as has occurred 
in Florida and California in recent years. There is 
also increased susceptibility to mudslides in areas 
deforested by wildfires. Airports could suffer from 
decreased visibility due to wildfires. River trans-
port is seriously affected by drought, with reduc-
tions in the routes available, shipping season, and 
cargo carrying capacity.

Increased intensity of strong hurricanes 
would lead to more evacuations, 
infrastructure damage and failure, and 
transportation interruptions.

More intense hurricanes in some regions are a 
projected effect of climate change. Three aspects 
of tropical storms are relevant to transportation: 
precipitation, winds, and wind-induced storm 
surge. Stronger hurricanes have longer periods of 
intense precipitation, higher wind speeds (dam-
age increases exponentially with wind speed228), 
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Navigable Inland Waterways

Inland waterways are an important part of the transportation network in 
various parts of the United States. For example, these waterways provide 
20 states with access to the Gulf of Mexico.217 As conditions become drier, 
these main transportation pathways are likely to be adversely affected by the 
resulting lower water levels, creating problems for river traffic. Names of 
navigable rivers are shown above.

CCSP SAP 4.7217



Development spent $74 million for debris removal 
alone in the wake of hurricanes Katrina and Rita. 
The Mississippi Department of Transportation  
expected to spend in excess of $1 billion to re-
place the Biloxi and Bay St. Louis bridges, repair 
other portions of roadway, and remove debris. As 
of June 2007, more than $672 million had  
been spent.

There will be more frequent and potentially 
more extensive emergency evacuations. Dam-
age to signs, lighting fixtures, and supports will 
increase. The lifetime of highways that have been 
exposed to flooding is expected to decrease. Road 
and rail infrastructure for passenger and freight 
services are likely to face increased flooding by 
strong hurricanes. In the Gulf Coast, more than 
one-third of the rail miles are likely to flood when 
subjected to a storm surge of 18 feet.217

and higher storm surge and waves. Transporta-
tion planners, designers, and operators may need 
to adopt probabilistic approaches to developing 
transportation projects rather than relying on 
standards and the deterministic approaches of the 
past. The uncertainty associated with projecting 
impacts over a 50- to 100-year time period makes 
risk management a reasonable approach for realis-
tically incorporating climate change into decision 
making and investment.215

Land
There will be a greater probability of infrastruc-
ture failures such as highway and rail bridge 
decks being displaced and railroad tracks being 
washed away. Storms leave debris on roads and 
rail lines, which can damage the infrastructure 
and interrupt travel and shipments of goods. In 
Louisiana, the Department of Transportation and 
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Hurricane Katrina was one of the most 
destructive and expensive natural disasters in 

U.S. history, claiming more than 1,800 lives and 
causing an estimated $134 billion in damage.217,229 It 

also seriously disrupted transportation systems as key 
highway and railroad bridges were heavily damaged or de-

stroyed, necessitating rerouting of traffic and placing increased 
strain on other routes, particularly other rail lines. Replacement of 

major infrastructure took from months to years. The CSX Gulf Coast line 
was re-opened after five months and $250 million in reconstruction costs, while the 

Biloxi-Ocean Springs Bridge took more than two years to reopen. Barge shipping was halted, as 
was grain export out of the Port of New Orleans, the nation’s largest site of grain exports. The extensive 
oil and gas pipeline network was shut down by the loss of electrical power, producing shortages of natural 
gas and petroleum products. Total recovery costs for the roads, bridges, and utilities as well as debris 
removal have been estimated at $15 billion to $18 billion.217 

Redundancies in the transportation system, as well as the storm 
timing and track, helped keep the storm from having major or 
long-lasting impacts on national-level freight flows. For example, 
truck traffic was diverted from the collapsed bridge that carries 
highway I-10 over Lake Pontchartrain to highway I-12, which 
parallels I-10 well north of the Gulf Coast. The primary north-
south highways that connect the Gulf Coast with major inland 
transportation hubs were not damaged and were open for nearly 
full commercial freight movement within days. The railroads were 
able to route some traffic not bound directly for New Orleans through Memphis and other Midwest rail 
hubs. While a disaster of historic proportions, the effects of Hurricane Katrina could have been even 
worse if not for the redundancy and resilience of the transportation network in the area.

Spotlight on 
Hurricane Katrina

Hurricane Katrina damage to bridge



Water
All aspects of shipping are disrupted by major 
storms. For example, freight shipments need to 
be diverted from the storm region. Activities at 
offshore drilling sites and coastal pumping facili-
ties are generally suspended and extensive damage 
to these facilities can occur, as was amply demon-
strated during the 2005 hurricane season. Refiner-
ies and pipelines are also vulnerable to damage 
and disruption due to the high winds and storm 
surge associated with hurricanes and other tropical 
storms (see Energy sector). Barges that are unable 
to get to safe harbors can be destroyed or severely 
damaged. Waves and storm surge will damage 
harbor infrastructure such as cranes, docks, and 
other terminal facilities. There are implications for 
emergency evacuation planning, facility mainte-
nance, and safety management. 

Air
More frequent interruptions in air service and 
airport closures can be expected. Airport facili-
ties including terminals, navigational equipment, 
perimeter fencing, and signs are likely to sustain 
increased wind damage. Airports are frequently 
located in low-lying areas and can be expected to 
flood with more intense storms. As a response to 
this vulnerability, some airports, such as LaGuar-
dia in New York City, are already protected by 
levees. Eight airports in the Gulf Coast region of 
Louisiana and Texas are located in historical 100-
year flood plains; the 100-year flood events will be 
more frequent in the future, creating the likelihood 
of serious costs and disruption.217

Arctic warming will continue to 
reduce sea ice, lengthening the ocean 
transport season, but also resulting in 
greater coastal erosion due to waves. 
Permafrost thaw in Alaska will damage 
infrastructure. The ice road season will 
become shorter.

Special issues in Alaska
Warming has been most rapid in high northern 
regions. As a result, Alaska is warming at twice the 
rate of the rest of the nation, bringing both major 
opportunities and major challenges. Alaska’s trans-
portation infrastructure differs sharply from that of 

the lower 48 states. Although Alaska is twice the 
size of Texas, its population and road mileage are 
more like Vermont’s. Only 30 percent of Alaska’s 
roads are paved. Air travel is much more common 
than in other states. Alaska has 84 commercial air-
ports and more than 3,000 airstrips, many of which 
are the only means of transport for rural communi-
ties. Unlike other states, over much of Alaska, the 
land is generally more accessible in winter, when 
the ground is frozen and ice roads and bridges 
formed by frozen rivers are available.

Sea ice decline
The striking thinning and downward trend in the 
extent of Arctic sea ice is regarded as a consider-
able opportunity for shippers. Continued reduction 
in sea ice should result in opening of additional 
ice-free ports, improved access to ports and natu-
ral resources in remote areas, and longer shipping 
seasons, but it is likely to increase erosion rates on 
land as well, raising costs for maintaining ports and 
other transportation infrastructure.132,220 

Later this century and beyond, shippers are looking 
forward to new Arctic shipping routes, including 
the fabled Northwest Passage, which could provide 
significant costs savings in shipping times and 
distances. However, the next few decades are likely 
to be very unpredictable for shipping through these 
new routes. The past three decades have seen very 
high year-to-year variability of sea ice extent in the 
Canadian Arctic, despite the overall decrease in 
September sea ice extent. The loss of sea ice from 
the shipping channels of the Canadian Archipelago 
might actually allow more frequent intrusions of 
icebergs, which would continue to impede shipping 
through the Northwest Passage.

Lack of sea ice, especially on the northern shores of 
Alaska, creates conditions whereby storms produce 
waves that cause serious coastal erosion.137,219 Al-
ready a number of small towns, roads, and airports 
are threatened by retreating coastlines, necessitat-
ing the planned relocation of these communities 
(see Alaska region).132,220

Thawing ground
The challenges warming presents for transportation 
on land are considerable.164 For highways, thawing 
of permafrost causes settling of the roadbed and 
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sediment in rivers and scouring of bridge sup-
porting piers and abutments. Temporary ice roads 
and bridges are commonly used in many parts of 
Alaska to access northern communities and provide 
support for the mining and oil and gas industries. 
Rising temperatures have already shortened the 
season during which these critical facilities can be 
used. Like the highway system, the Alaska Rail-
road crosses permafrost terrain, and frost heave and 
settlement from thawing affect some portions of the 
track, increasing maintenance costs.28,132,220

A significant number of Alaska’s airstrips in the 
southwest, northwest, and interior of the state are 
built on permafrost. These airstrips will require 
major repairs or relocation if their foundations are 
compromised by thawing.

The cost of maintaining Alaska’s public infrastruc-
ture is projected to increase 10 to 20 percent by 
2030 due to warming, costing the state an addition-
al $4 billion to $6 billion, with roads and airports 
accounting for about half of this cost.230 Private 
infrastructure impacts have not been evaluated.217

The Trans-Alaska Pipeline System, which stretches 
from Prudhoe Bay in the north to the ice-free port 
of Valdez in the south, crosses a wide range of per-
mafrost types and varying temperature conditions. 
More than half of the 800-mile pipeline is elevated 
on vertical supports over potentially unstable per-
mafrost. Because the system was designed in the 
early 1970s on the basis of permafrost and climate 
conditions of the 1950 to 1970 period, it requires 
continuous monitoring and some supports have had 
to be replaced. 

Travel over the tundra for oil and gas exploration 
and extraction is limited to the period when the 
ground is sufficiently frozen to avoid damage to 
the fragile tundra. In recent decades, the number 
of days that exploration and extraction equipment 
could be used has dropped from 200 days to 100 
days per year due to warming.220 With continued 
warming, the number of exploration days is expect-
ed to decline even more. 

frost heaves that adversely affect the integrity of 
the road structure and its load-carrying capacity. 
The majority of Alaska’s highways are located in 
areas where permafrost is discontinuous, and deal-
ing with thaw settlement problems already claims a 
significant portion of highway maintenance dollars.

Bridges and large culverts are particularly sensitive 
to movement caused by thawing permafrost and 
are often much more difficult than roads to repair 
and modify for changing site conditions. Thus, 
designing these facilities to take climate change 
into account is even more critical than is the case 
for roads. 

Another impact of climate change on bridges is in-
creased scouring. Hotter, drier summers in Alaska 
have led to increased glacial melting and longer pe-
riods of high streamflows, causing both increased 
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Arctic Sea Ice Decline

The pink line shows the average September sea ice 
extent from 1979 through the present. The white area 
shows September 2007 sea ice extent. In 2008, the 
extent was slightly larger than 2007, but the ice was 
thinner, resulting in a lower total volume of sea ice. In 
addition, recent years have had less ice that persisted 
over numerous years and more first-year ice, which 
melts more quickly.139
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Agriculture
Key Messages:

Many crops show positive responses to elevated carbon dioxide and low • 
levels of warming, but higher levels of warming often negatively affect 
growth and yields.
Extreme events such as heavy downpours and droughts are likely to reduce • 
crop yields because excesses or deficits of water have negative impacts on 
plant growth.
Weeds, diseases, and insect pests benefit from warming, and weeds also • 
benefit from a higher carbon dioxide concentration, increasing stress on 
crop plants and requiring more attention to pest and weed control. 
Forage quality in pastures and rangelands generally declines with increasing • 
carbon dioxide concentration because of the effects on plant nitrogen and 
protein content, reducing the land’s ability to supply adequate livestock feed. 
Increased heat, disease, and weather extremes are likely to reduce livestock • 
productivity.

Agriculture in the United States is extremely diverse in the range of crops 
grown and animals raised, and produces over $200 billion a year in food com-
modities, with livestock accounting for more than half. Climate change will 
increase productivity in certain crops and regions and reduce productivity in 
others (see for example Midwest and Great Plains regions).193

While climate change clearly affects agriculture, climate is also affected by 
agriculture, which contributes 13.5 percent of all human-induced greenhouse 
gas emissions globally. In the United States, agriculture represents 8.6 percent 
of the nation’s total greenhouse gas emissions, 
including 80 percent of its nitrous oxide emissions 
and 31 percent of its methane emissions.231

Increased agricultural productivity will be required 
in the future to supply the needs of an increasing 
population. Agricultural productivity is depen-
dent upon the climate and land resources. Climate 
change can have both beneficial and detrimental 
impacts on plants. Throughout history, agricultural 
enterprises have coped with changes in climate 
through changes in management and in crop or 
animal selection. However, under higher heat-trap-
ping gas emissions scenarios, the projected climate 
changes are likely to increasingly challenge U.S. 
capacity to as efficiently produce food, feed, fuel, 
and livestock products. 

Relative Contributions to  
Agricultural Products, 2002

NASS232

Market Value of Agricultural Products Sold, 2002

NASS232

Key Sources
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the fruit or grain. Further, as temperatures continue 
to rise and drought periods increase, crops will be 
more frequently exposed to temperature thresholds 
at which pollination and grain-set processes begin 
to fail and quality of vegetable crops decreases. 
Grain, soybean, and canola crops have relatively 
low optimal temperatures, and thus will have re-
duced yields and will increasingly begin to expe-
rience failure as warming proceeds.193 Common 
snap beans show substantial yield reduction when 
nighttime temperatures exceed 80°F.

Higher temperatures will mean a longer grow-
ing season for crops that do well in the heat, such 
as melon, okra, and sweet potato, but a shorter 
growing season for crops more suited to cooler 
conditions, such as potato, lettuce, broccoli, and 
spinach.193 Higher temperatures also cause plants to 
use more water to keep cool. This is one example of 
how the interplay between rising temperatures and 
water availability is critical to how plants respond 
to climate change. But fruits, vegetables, and grains 
can suffer even under well-watered conditions if 
temperatures exceed the maximum level for pol-
len viability in a particular plant; if temperatures 
exceed the threshold for that plant, it won’t produce 
seed and so it won’t reproduce.193

Temperature increases will cause the optimum 
latitude for crops to move northward; decreases in 
temperature would cause shifts toward the equa-
tor. Where plants can be efficiently grown depends 
upon climate conditions, of which temperature is 
one of the major factors.

Plants need adequate water to 
maintain their temperature within 
an optimal range. Without water 
for cooling, plants will suffer heat 
stress. In many regions, irrigation 
water is used to maintain adequate 
temperature conditions for the 
growth of cool season plants (such 
as many vegetables), even in warm 
environments. With increasing de-
mand and competition for freshwater 
supplies, the water needed for these 
crops might be increasingly limited. 
If water supply variability increases, 
it will affect plant growth and cause 

Many crops show positive responses  
to elevated carbon dioxide and low 
levels of warming, but higher levels of 
warming often negatively affect growth 
and yields.

Crop responses in a changing climate reflect the 
interplay among three factors: rising temperatures, 
changing water resources, and increasing carbon 
dioxide concentrations. Warming generally causes 
plants that are below their optimum temperature to 
grow faster, with obvious benefits. For some plants, 
such as cereal crops, however, faster growth means 
there is less time for the grain itself to grow and 
mature, reducing yields.193 For some annual crops, 
this can be compensated for by adjusting the plant-
ing date to avoid late season heat stress.164

The grain-filling period (the time when the seed 
grows and matures) of wheat and other small grains 
shortens dramatically with rising temperatures. 
Analysis of crop responses suggests that even mod-
erate increases in temperature will decrease yields 
of corn, wheat, sorghum, bean, rice, cotton, and 
peanut crops.193 

Some crops are particularly sensitive to high night-
time temperatures, which have been rising even 
faster than daytime temperatures.68 Nighttime 
temperatures are expected to continue to rise in the 
future. These changes in temperature are espe-
cially critical to the reproductive phase of growth 
because warm nights increase the respiration rate 
and reduce the amount of carbon that is captured 
during the day by photosynthesis to be retained in 

Corn and Soybean Temperature Response

For each plant variety, there is an optimal temperature for vegetative growth, with growth 
dropping off as temperatures increase or decrease. Similarly, there is a range of temperatures 
at which a plant will produce seed. Outside of this range, the plant will not reproduce. 
As the graphs show, corn will fail to reproduce at temperatures above 95°F and soybean 
above 102°F.

ARS USDA
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reduced yields. The amount and timing of precipi-
tation during the growing season are also critical, 
and will be affected by climate change. Changes  
in season length are also important and affect  
crops differently.193

Higher carbon dioxide levels generally cause plants 
to grow larger. For some crops, this is not necessar-
ily a benefit because they are often less nutritious, 
with reduced nitrogen and protein content. Carbon 
dioxide also makes some plants more water-use 
efficient, meaning they produce more plant mate-
rial, such as grain, on less water.193 This is a benefit 
in water-limited areas and in seasons with less than 
normal rainfall amounts. 

In some cases, adapting to climate change could 
be as simple as changing planting dates, which can 
be an effective no- or low-cost option for taking 
advantage of a longer growing season or avoiding 
crop exposure to adverse climatic conditions such 
as high temperature stress or low rainfall periods. 
Effectiveness will depend on the region, crop, and 
the rate and amount of warming. It is unlikely to be 
effective if a farmer goes to market when the sup-
ply-demand balance drives prices down. Predicting 
the optimum planting date for maximum profits 
will be more challenging in a future with increased 

uncertainty regarding climate effects on not 
only local productivity, but also on supply 
from competing regions.193

Another adaptation strategy involves 
changing to crop varieties with improved 
tolerance to heat or drought, or those that 
are adapted to take advantage of a longer 
growing season. This is less likely to be 
cost-effective for perennial crops, for which 
changing varieties is extremely expensive 
and new plantings take several years to 
reach maximum productivity. Even for an-
nual crops, changing varieties is not always 
a low-cost option. Seed for new stress-
tolerant varieties can be expensive, and 
new varieties often require investments in 
new planting equipment or require adjust-
ments in a wide range of farming practices. 
In some cases, it is difficult to breed for 
genetic tolerance to elevated temperature 
or to identify an alternative variety that is 

adapted to the new climate and to local soils, prac-
tices, and market demands.

Fruits that require long winter chilling periods will 
experience declines. Many varieties of fruits (such 
as popular varieties of apples and berries) require 
between 400 and 1,800 cumulative hours below 
45°F each winter to produce abundant yields the 
following summer and fall. By late this century, 
under higher emissions scenarios,91 winter tempera-
tures in many important fruit-producing regions 
such as the Northeast will be too consistently warm 
to meet these requirements. Cranberries have a par-
ticularly high chilling requirement, and there are no 
known low-chill varieties. Massachusetts and New 
Jersey supply nearly half the nation’s cranberry 
crop. By the middle of this century, under higher 
emissions scenarios,91 it is unlikely that these areas 
will support cranberry production due to a lack of 
the winter chilling they need.233,234 Such impacts 
will vary by region. For example, though there will 
still be risks of early-season frosts and damaging 
winter thaws, warming is expected to improve the 
climate for fruit production in the Great Lakes 
region.164 

A seemingly paradoxical impact of warming is that 
it appears to be increasing the risk of plant frost 

Increase in Percent of Very Warm Nights

The graph shows the observed and projected change in percent of very 
warm nights from the 1950-1990 average in the United States. Under 
the lower emissions scenario,91 the percentage of very warm nights 
is projected to increase about 20 percent by 2100. Under the higher 
emissions scenario,91 it is projected to increase by about 40 percent.68 
The shaded areas show the likely ranges while the lines show the central 
projections from a set of climate models. The projections appear 
smooth because they show the calculated average of many models. 

Adapted from CCSP SAP 3.368
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damage. Mild winters and warm, early springs, 
which are beginning to occur more frequently 
as climate warms, induce premature plant devel-
opment and blooming, resulting in exposure of 
vulnerable young plants and plant tissues to sub-
sequent late-season frosts. For example, the 2007 
spring freeze in the eastern United States caused 
widespread devastation of crops and natural vegeta-
tion because the frost occurred during the flower-
ing period of many trees and during early grain 
development on wheat plants.235 Another example is 
occurring in the Rocky Mountains where in addi-
tion to the process described above, reduced snow 
cover leaves young plants unprotected from spring 
frosts, with some plant species already beginning 
to suffer as a result236 (see Ecosystems sector).

Extreme events such as heavy 
downpours and droughts are likely to 
reduce crop yields because excesses or 
deficits of water have negative impacts 
on plant growth.

One of the most pronounced effects of climate 
change is the increase in heavy downpours. Pre-
cipitation has become less frequent but more 
intense, and this pattern is projected to continue 
across the United States.112 One consequence of 
excessive rainfall is delayed spring planting, which 
jeopardizes profits for farmers paid a premium for 
early season production of high-value crops such 
as melon, sweet corn, and tomatoes. Field flood-
ing during the growing season causes crop losses 
due to low oxygen levels in the soil, increased 
susceptibility to root diseases, and increased soil 
compaction due to the use of heavy farm equipment 
on wet soils. In spring 2008, heavy rains caused the 
Mississippi River to rise to about 7 feet above flood 

stage, inundating hundreds of thousands of acres of 
cropland. The flood hit just as farmers were prepar-
ing to harvest wheat and plant corn, soybeans, and 
cotton. Preliminary estimates of agricultural losses 
are around $8 billion.213 Some farmers were put out 
of business and others will be recovering for years 
to come. The flooding caused severe erosion in 
some areas and also caused an increase in runoff 
and leaching of agricultural chemicals into surface 
water and groundwater.233

Another impact of heavy downpours is that wet 
conditions at harvest time result in reduced quality 
of many crops. Storms with heavy rainfall often are 
accompanied by wind gusts, and both strong winds 
and rain can flatten crops, causing significant dam-
age. Vegetable and fruit crops are sensitive to even 
short-term, minor stresses, and as such are par-

Effects of Increased Air Pollution on Crop Yields

Ground-level ozone (a component of smog) is an air pollutant that is formed when nitrogen 
oxides emitted from fossil fuel burning interact with other compounds, such as unburned gasoline 
vapors, in the atmosphere,237 in the presence of sunlight. Higher air temperatures result in greater 
concentrations of ozone. Ozone levels at the land surface have risen in rural areas of the United 
States over the past 50 years, and they are forecast to continue increasing with warming, especially 
under higher emissions scenarios.91 Plants are sensitive to ozone, and crop yields are reduced as 
ozone levels increase. Some crops that are particularly sensitive to ozone pollution include soybeans, 
wheat, oats, green beans, peppers, and some types of cotton.193

U.S. Corn Yields 1960 to 2008

While technological improvements have resulted in a general 
increase in corn yields, extreme weather events have caused 
dramatic reductions in yields in particular years. Increased 
variation in yield is likely to occur as temperatures increase 
and rainfall becomes more variable during the growing 
season. Without dramatic technological breakthroughs, 
yields are unlikely to continue their historical upward trend 
as temperatures rise above the optimum level for vegetative 
and reproductive growth. 

Updated from NAST219
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ticularly vulnerable to weather extremes.193 More 
rainfall concentrated into heavy downpours also in-
creases the likelihood of water deficiencies at other 
times because of reductions in rainfall frequency.

Drought frequency and severity are projected to in-
crease in the future over much of the United States, 
particularly under higher emissions scenarios.90,91 
Increased drought will be occurring at a time when 
crop water requirements also are increasing due to 
rising temperatures. Water deficits are detrimental 
for all crops.233

Temperature extremes will also pose problems. 
Even crop species that are well-adapted to warmth, 
such as tomatoes, can have reduced yield and/
or quality when daytime maximum temperatures 
exceed 90°F for even short periods during critical 
reproductive stages (see maps page 34).112 For many 
high-value crops, just hours or days of moderate 
heat stress at critical growth stages can reduce 
grower profits by negatively affecting visual or fla-
vor quality, even when total yield is not reduced.238

 

Weeds, diseases, and insect pests 
benefit from warming, and weeds also 
benefit from a higher carbon dioxide 
concentration, increasing stress  
on crop plants and requiring 
more attention to pest and  
weed control. 
 
Weeds benefit more than cash crops from 
higher temperatures and carbon dioxide 
levels.193 One concern with continued 
warming is the northward expansion of in-
vasive weeds. Southern farmers currently 
lose more of their crops to weeds than do 
northern farmers. For example, southern 
farmers lose 64 percent of the soybean 
crop to weeds, while northern farmers lose 
22 percent.239 Some extremely aggressive 
weeds plaguing the South (such as kudzu) 
have historically been confined to areas 
where winter temperatures do not drop 
below specific thresholds. As temperatures 
continue to rise, these weeds will expand 
their ranges northward into important ag-

ricultural areas.240 Kudzu currently has invaded 2.5 
million acres of the Southeast and is a carrier  
of the fungal disease soybean rust, which repre-
sents a major and expanding threat to U.S.  
soybean production.234

Controlling weeds currently costs the United States 
more than $11 billion a year, with the majority 
spent on herbicides;241 so both herbicide use and 
costs are likely to increase as temperatures and 
carbon dioxide levels rise. At the same time, the 
most widely used herbicide in the United States, 
glyphosate (RoundUp®), loses its efficacy on weeds 
grown at carbon dioxide levels that are projected 
to occur in the coming decades (see photos below). 
Higher concentrations of the chemical and more 
frequent spraying thus will be needed, increasing 
economic and environmental costs associated with 
chemical use.233 

Many insect pests and crop diseases thrive due to 
warming, increasing losses and necessitating great-
er pesticide use. Warming aids insects and diseases 
in several ways. Rising temperatures allow both 
insects and pathogens to expand their ranges north-
ward. In addition, rapidly rising winter tempera-
tures allow more insects to survive over the winter, 
whereas cold winters once controlled their popula-
tions. Some of these insects, in addition to directly 

Herbicide Loses Effectiveness at Higher CO2

     Current CO2 (380 ppm)      Potential Future CO2 (680 ppm)
The left photo shows weeds in a plot grown at a carbon dioxide (CO2) concentration 
of about 380 parts per million (ppm), which approximates the current level. The 
right photo shows a plot in which the CO2 level has been raised to about 680 ppm. 
Both plots were equally treated with herbicide.233



U.S. Global Change Research Program

76 77

Global Climate Change Impacts in the United States Agriculture

76 77

Global Climate Change Impacts in the United States Agriculture

damaging crops, also carry diseases 
that harm crops. Crop diseases in 
general are likely to increase as 
earlier springs and warmer winters 
allow proliferation and higher sur-
vival rates of disease pathogens and 
parasites.193,234 The longer growing 
season will allow some insects to 
produce more generations in a single 
season, greatly increasing their 
populations. Finally, plants grown 
in higher carbon dioxide conditions 
tend to be less nutritious, so insects 
must eat more to meet their protein 
requirements, causing greater de-
struction to crops.193 

Due to the increased presence of 
pests, spraying is already much 
more common in warmer areas than 
in cooler areas. For example, Florida 
sweet corn growers spray their fields 
15 to 32 times a year to fight pests such as corn 
borer and corn earworm, while New York farmers 
average zero to five times.193 In addition, higher 
temperatures are known to reduce the effectiveness 
of certain classes of pesticides (pyrethroids  
and spinosad). 

A particularly unpleasant example of how carbon 
dioxide tends to favor undesirable plants is found in 
the response of poison ivy to rising carbon dioxide 
concentrations. Poison ivy thrives in air with extra 
carbon dioxide in it, growing bigger and producing 
a more toxic form of the oil, urushiol, which causes 
painful skin reactions in 80 percent of people. 
Contact with poison ivy is one of the most widely 
reported ailments at poison centers in the United 
States, causing more than 350,000 cases of contact 
dermatitis each year. The growth stimulation of 
poison ivy due to increasing carbon dioxide con-
centration exceeds that of most other woody spe-
cies. Given continued increases in carbon dioxide 
emissions, poison ivy is expected to become more 
abundant and more toxic in the future, with impli-
cations for forests and human health.234

Higher temperatures, longer growing seasons, and 
increased drought will lead to increased agricul-
tural water use in some areas. Obtaining the maxi-

mum “carbon dioxide fertilization” benefit often 
requires more efficient use of water and fertilizers 
that better synchronize plant demand with supply. 
Farmers are likely to respond to more aggressive 
and invasive weeds, insects, and pathogens with 
increased use of herbicides, insecticides, and fun-
gicides. Where increases in water and chemical in-
puts become necessary, this will increase costs for 
the farmer, as well as having society-wide impacts 
by depleting water supply, increasing reactive ni-
trogen and pesticide loads to the environment, and 
increasing risks to food safety and human exposure 
to pesticides.

Forage quality in pastures and 
rangelands generally declines with 
increasing carbon dioxide concentration 
because of the effects on plant nitrogen 
and protein content, reducing the land’s 
ability to supply adequate livestock feed.  

Beef cattle production takes place in every state 
in the United States, with the greatest number 
raised in regions that have an abundance of native 
or planted pastures for grazing. Generally, eastern 
pasturelands are planted and managed, whereas 
western rangelands are native pastures, which are 

Winter Temperature Trends, 1975 to 2007

Temperatures are rising faster in winter than in any other season, especially in 
many key agricultural regions. This allows many insect pests and crop diseases to 
expand and thrive, creating increasing challenges for agriculture. As indicated by 
the map, the Midwest and northern Great Plains have experienced increases of 
more than 7ºF in average winter temperatures over the past 30 years. 

NOAA/NCDC107
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not seeded and receive much less rainfall. There are 
transformations now underway in many semi-arid 
rangelands as a result of increasing atmospheric 
carbon dioxide concentration and the associated 
climate change. These transformations include 
which species of grasses dominate, as well as the 
forage quality of the dominant grasses. Increases in 
carbon dioxide are generally reducing the quality 
of the forage, so that more acreage is needed to 
provide animals with the same nutritional value, 
resulting in an overall decline in livestock pro-
ductivity. In addition, woody shrubs and invasive 
cheatgrass are encroaching into grasslands, further 
reducing their forage value.193 The combination  
of these factors leads to an overall decline in live-
stock productivity. 

While rising atmospheric carbon dioxide concen-
tration increases forage quantity, it has negative  
impacts on forage quality because plant nitrogen 
and protein concentrations often decline with high-
er concentrations of carbon dioxide.193 This reduc-
tion in protein reduces forage quality and counters 

the positive effects of carbon dioxide enrichment on 
carbohydrates. Rising carbon dioxide concentration 
also has the potential to reduce the digestibility of 
forages that are already of poor quality. Reductions 
in forage quality could have pronounced detrimen-
tal effects on animal growth, reproduction, and 
survival, and could render livestock production 
unsustainable unless animal diets are supplemented 
with protein, adding more costs to production. On 
shortgrass prairie, for example, a carbon dioxide 
enrichment experiment reduced the protein con-
centration of autumn forage below critical main-
tenance levels for livestock in 3 out of 4 years and 
reduced the digestibility of forage by 14 percent in 
mid-summer and by 10 percent in autumn. Signifi-
cantly, the grass type that thrived the most under 
excess carbon dioxide conditions also had the low-
est protein concentration.193 

At the scale of a region, the composition of forage 
plant species is determined mostly by climate and 
soils. The primary factor controlling the distribu-
tion and abundance of plants is water: both the 

The colors show the percent of the county that is cattle pasture or rangeland, with red indicating the highest percentage. 
Each dot represents 10,000 cattle. Livestock production occurs in every state. Increasing concentration of carbon dioxide 
reduces the quality of forage, necessitating more acreage and resulting in a decline in livestock productivity.

Distribution of Beef Cattle and Pasture/Rangeland in Continental U.S.

NASS232   NRCS242



U.S. Global Change Research Program

78 PB

Global Climate Change Impacts in the United States Agriculture

amount of water plants use and water availability 
over time and space. The ability to anticipate veg-
etation changes at local scales and over shorter pe-
riods is limited because at these scales the response 
of vegetation to global-scale changes depends on 
a variety of local processes including the rate of 
disturbances such as fire and grazing, and the rate 
at which plant species can move across sometimes-
fragmented landscapes. Nevertheless, some general 
patterns of vegetation change are beginning to 
emerge. For example, experiments indicate that a 
higher carbon dioxide concentration favors weeds 
and invasive plants over native species because 
invasives have traits (such as rapid growth rate and 
prolific seed production) that allow a larger growth 
response to carbon dioxide. In addition, the effect 
of a higher carbon dioxide concentration on plant 
species composition appears to be greatest where 
the land has been disturbed (such as by fire or graz-
ing) and nutrient and light availability are high.193

Increases in temperature lengthen the growing sea-
son, and thus are likely to extend forage production 
into the late fall and early spring. However, overall 
productivity remains dependent on precipitation 
during the growing season.193 

Increased heat, disease, and weather 
extremes are likely to reduce  
livestock productivity.

Like human beings, cows, pigs, and poultry are 
warm-blooded animals that are sensitive to heat. In 
terms of production efficiency, studies show that 
the negative effects of hotter summers will out-
weigh the positive effects of warmer winters. The 
more the U.S. climate warms, the more production 
will fall. For example, an analysis projected that a 
warming in the range of 9 to 11°F (as in the higher 
emissions scenarios91) would cause a 10 percent 
decline in livestock yields in cow/calf and dairy 
operations in Appalachia, the Southeast (including 
the Mississippi Delta), and southern Plains regions, 
while a warming of 2.7°F would cause less than a 1 
percent decline. 

Temperature and humidity interact to cause stress 
in animals, just as in humans; the higher the heat 
and humidity, the greater the stress and discomfort, 

and the larger the reduction in the animals’ ability 
to produce milk, gain weight, and reproduce. Milk 
production declines in dairy operations, the number 
of days it takes for cows to reach their target weight 
grows longer in meat operations, conception rate in 
cattle falls, and swine growth rates decline due to 
heat. As a result, swine, beef, and milk production 
are all projected to decline in a warmer world.193 

The projected increases in air temperatures will 
negatively affect confined animal operations (dairy, 
beef, and swine) located in the central United 
States, increasing production costs as a result of 
reductions in performance associated with lower 
feed intake and increased requirements for energy 
to maintain healthy livestock. These costs do not 
account for the increased death of livestock as-
sociated with extreme weather events such as heat 
waves. Nighttime recovery is an essential element 
of survival when livestock are stressed by extreme 
heat. A feature of recent heat waves is the lack of 
nighttime relief. Large numbers of deaths have oc-
curred in recent heat waves, with individual states 
reporting losses of 5,000 head of cattle in a single 
heat wave in one summer.193 

Warming also affects parasites and disease patho-
gens. The earlier arrival of spring and warmer 
winters allow greater proliferation and survival 
of parasites and disease pathogens.193 In addition, 
changes in rainfall distributions are likely to lead 
to changes in diseases sensitive to moisture. Heat 
stress reduces animals’ ability to cope with other 
stresses, such as diseases and parasites. Further-
more, changes in rainfall distributions could lead to 
changes in diseases sensitive to relative humidity.

Maintaining livestock production would require 
modifying facilities to reduce heat stress on ani-
mals, using the best understanding of the chronic 
and acute stresses that livestock will encounter to 
determine the optimal modification strategy.193

Changing livestock species as an adaptation strat-
egy is a much more extreme, high-risk, and, in 
most cases, high-cost option than changing crop 
varieties. Accurate predictions of climate trends 
and development of the infrastructure and market 
for the new livestock products are essential to mak-
ing this an effective response.
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Key Messages:
Ecosystem processes, such as those that control growth and decomposition, • 
have been affected by climate change.
Large-scale shifts have occurred in the ranges of species and the timing of the • 
seasons and animal migration, and are very likely to continue. 
Fires, insect pests, disease pathogens, and invasive weed species have increased, • 
and these trends are likely to continue.
Deserts and drylands are likely to become hotter and drier, feeding a self-• 
reinforcing cycle of invasive plants, fire, and erosion.
Coastal and near-shore ecosystems are already under multiple stresses. • 
Climate change and ocean acidification will exacerbate these stresses.
Arctic sea ice ecosystems are already being adversely affected by the loss of • 
summer sea ice and further changes are expected.
The habitats of some mountain species and coldwater fish, such as salmon and • 
trout, are very likely to contract in response to warming.
Some of the benefits ecosystems provide to society will be threatened by • 
climate change, while others will be enhanced.
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The natural functioning of the environment pro-
vides both goods – such as food and other products 
that are bought and sold – and services, which our 
society depends upon. For example, ecosystems 
store large amounts of carbon in plants and soils; 
they regulate water flow and water quality; and 
they stabilize local climates. These services are 
not assigned a financial value, but society nonethe-
less depends on them. Ecosystem processes are the 
underpinning of these services: photosynthesis, 
the process by which plants capture carbon dioxide 
from the atmosphere and create new growth; the 
plant and soil processes that recycle nutrients from 
decomposing matter and maintain soil fertility; and 
the processes by which plants draw water from soils 
and return water to the atmosphere. These ecosys-
tem processes are affected by climate and by the 
concentration of carbon dioxide in the atmosphere.70

The diversity of living things (biodiversity) in 
ecosystems is itself an important resource that 
maintains the ability of these systems to provide the 
services upon which society depends. Many factors 
affect biodiversity including: climatic conditions; 
the influences of competitors, predators, parasites, 
and diseases; disturbances such as fire; and other 
physical factors. Human-induced climate change, 

in conjunction with other stresses, is exerting major 
influences on natural environments and biodiver-
sity, and these influences are generally expected to 
grow with increased warming.70

Ecosystem processes, such as those that 
control growth and decomposition, have 
been affected by climate change.

Climate has a strong influence on the processes 
that control growth and development in ecosystems. 
Temperature increases generally speed up plant 
growth, rates of decomposition, and how rapidly the 
cycling of nutrients occurs, though other factors, 
such as whether sufficient water is available, also 
influence these rates. The growing season is length-
ening as higher temperatures occur earlier in the 
spring. Forest growth has risen over the past several 
decades as a consequence of a number of factors – 
young forests reaching maturity, an increased con-
centration of carbon dioxide in the atmosphere, a 
longer growing season, and increased deposition of 
nitrogen from the atmosphere. Based on the current 
understanding of these processes, the individual 
effects are difficult to disentangle.243 

Key Sources
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A higher atmospheric carbon dioxide concentration causes trees and other 
plants to capture more carbon from the atmosphere, but experiments show 
that trees put much of this extra carbon into producing fine roots and twigs, 
rather than new wood. The effect of carbon dioxide in increasing growth 
thus seems to be relatively modest, and generally is seen most strongly in 
young forests on fertile soils where there is also sufficient water to sustain 
this growth. In the future, as atmospheric carbon dioxide continues to rise, 
and as climate continues to change, forest growth in some regions is pro-
jected to increase, especially in relatively young forests on fertile soils.243 

Forest productivity is thus projected to increase in much of the East, while 
it is projected to decrease in much of the West where water is scarce and 
projected to become more so. Wherever droughts increase, forest produc-
tivity will decrease and tree death will increase. In addition to occurring in 
much of the West, these conditions are projected to occur in parts of Alaska 
and in the eastern part of the Southeast.243

Large-scale shifts have occurred in the ranges of species 
and the timing of the seasons and animal migration, and 
are very likely to continue. 

Climate change is already having impacts on animal and plant species 
throughout the United States. Some of the most obvious changes are related 
to the timing of the seasons: when plants bud in spring, when birds and 
other animals migrate, and so on. In the United States, spring now arrives 
an average of 10 days to two weeks earlier than it did 20 years ago. The 
growing season is lengthening over much of the continental United States. 
Many migratory bird species are arriving earlier. For example, a study of 
northeastern birds that migrate long distances found that birds wintering in 
the southern United States now arrive back in the Northeast an average of 
13 days earlier than they did during the first half of the last century. Birds 
wintering in South America arrive back in the Northeast an average of four 
days earlier.70 

Another major change is in the geographic distribution of species. The 
ranges of many species in the United States have shifted northward and 
upward in elevation. For example, the ranges of many butterfly species 
have expanded northward, contracted at the southern edge, and shifted to 
higher elevations as warming has continued. A study of Edith’s checker-
spot butterfly showed that 40 percent of the populations below 2,400 feet 
have gone extinct, despite the availability of otherwise suitable habitat and 
food supply. The checkerspot’s most southern populations also have gone 
extinct, while new populations have been established north of the previous 
northern boundary for the species.70 

For butterflies, birds, and other species, one of the concerns with such changes in geographic range and tim-
ing of migration is the potential for mismatches between species and the resources they need to survive. The 
rapidly changing landscape, such as new highways and expanding urban areas, can create barriers that limit 
habitat and increase species loss. Failure of synchronicity between butterflies and the resources they depend 

Butterfly Range  
Shifts Northward

As climate warms, many species in the United 
States are shifting their ranges northward 
and to higher elevations. The map shows the 
response of Edith’s checkerspot butterfly 
populations to a warming climate over the 
past 136 years in the American West. Over 
70 percent of the southernmost populations 
(shown in yellow) have gone extinct. The 
northernmost populations and those above 
8,000 feet elevation in the cooler climate 
of California’s Sierra Nevada (shown in 
green) are still thriving. These differences 
in numbers of population extinctions across 
the geographic range of the butterfly have 
resulted in the average location shifting 
northward and to higher elevations over 
the past century, illustrating how climate 
change is altering the ranges of many species. 
Because their change in range is slow, most 
species are not expected to be able to keep 
up with the rapid climate change projected 
in the coming decades.244

Parmesan244
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upon has led to local population extinctions of the 
checkerspot butterfly during extreme drought and 
low-snowpack years in California.70 

Tree species shifts
Forest tree species also are expected to shift their 
ranges northward and upslope in response to cli-
mate change, although specific quantitative predic-
tions are very difficult to make because of the com-
plexity of human land use and many other factors. 
This would result in major changes in the character 
of U.S. forests and the types of forests that will be 
most prevalent in different regions. In the United 
States, some common forests types are projected to 
expand, such as oak-hickory; others are projected 
to contract, such as maple-beech-birch. Still others, 
such as spruce-fir, are likely to disappear from the 
United States altogether.243 

In Alaska, vegetation changes are already under-
way due to warming. Tree line is shifting north-
ward into tundra, encroaching on the habitat for 
many migratory birds and land animals such as car-
ibou that depend on the open tundra landscape.245

Marine species shifts and effects on fisheries
The distribution of marine fish and plankton are 
predominantly determined by climate, so it is not 
surprising that marine species in U.S. waters are 
moving northward and that the timing of plankton 
blooms is shifting. Extensive shifts in the ranges 
and distributions of both warmwater 
and coldwater species of fish have been 
documented.70 For example, in the waters 
around Alaska, climate change already is 
causing significant alterations in marine 
ecosystems with important implications 
for fisheries and the people who depend 
on them (see Alaska region). 

In the Pacific, climate change is expected 
to cause an eastward shift in the location 
of tuna stocks.246 It is clear that such shifts 
are related to climate, including natural 
modes of climate variability such as the 
cycles of El Niño and La Niña. However, 
it is unclear how these modes of ocean 
variability will change as global climate 
continues to change, and therefore it is 
very difficult to predict quantitatively how 

marine fish and plankton species’ distributions 
might shift as a function of climate change.70

Breaking up of existing ecosystems
As warming drives changes in timing and geo-
graphic ranges for various species, it is important  
to note that entire communities of species do 
not shift intact. Rather, the range and timing of 
each species shifts in response to its sensitivity 
to climate change, its mobility, its lifespan, and 
the availability of the resources it needs (such as 
soil, moisture, food, and shelter). The speed with 
which species can shift their ranges is influenced 
by factors including their size, lifespan, and seed 
dispersal techniques in plants. In addition, migra-
tory pathways must be available, such as northward 
flowing rivers which serve as conduits for fish. 
Some migratory pathways may be blocked by de-
velopment and habitat fragmentation. All of these 
variations result in the breakup of existing  
ecosystems and formation of new ones, with un-
known consequences.220 

Extinctions and climate change
Interactions among impacts of climate change 
and other stressors can increase the risk of species 
extinction. Extinction rates of plants and animals 
have already risen considerably, with the vast 
majority of these extinctions attributed to loss of 
habitat or over-exploitation.247 Climate change has 
been identified as a serious risk factor for the fu-

Projected Shifts in Forest Types

The maps show current and projected forest types. Major changes are projected for 
many regions. For example, in the Northeast, under a mid-range warming scenario, 
the currently dominant maple-beech-birch forest type is projected to be completely 
displaced by other forest types in a warmer future.243

NAST219



U.S. Global Change Research Program

82 83

Global Climate Change Impacts in the United States Ecosystems

82 83

Global Climate Change Impacts in the United States Ecosystems

ture, however, since it is one of the environmental 
stresses on species and ecosystems that is continu-
ing to increase.247 The Intergovernmental Panel on 
Climate Change has estimated that if a warming of 
3.5 to 5.5°F occurs, 20 to 30 percent of species that 
have been studied would be in climate zones that 
are far outside of their current ranges, and would 
therefore likely be at risk of extinction.248 One rea-
son this percentage is so high is that climate change 
would be superimposed on other stresses including 
habitat loss and continued overharvesting of some 
species, resulting in considerable stress on popula-
tions and species.

Fires, insect pests, disease pathogens, 
and invasive weed species have 
increased, and these trends are likely   
to continue.

Forest fires
In the western United States, both the frequency 
of large wildfires and the length of the fire season 
have increased substantially in recent decades, due 
primarily to earlier spring snowmelt and higher 
spring and summer temperatures.294 These changes 
in climate have reduced the availability of moisture, 
drying out the vegetation that provides the fuel for 
fires. Alaska also has experienced large increases 
in fire, with the area burned more than doubling 
in recent decades. As in the western United States, 
higher air temperature is a key factor. In Alaska, 
for example, June air temperatures alone explained 
approximately 38 percent of the increase in the area 
burned annually from 1950 to 2003.243 

Insect pests
Insect pests are economically important stresses 
on forest ecosystems in the United States. Coupled 
with pathogens, they cost $1.5 billion in damage 
per year. Forest insect pests are sensitive to climatic 
variations in many stages of their lives. Changes 
in climate have contributed significantly to several 
major insect pest outbreaks in the United States 
and Canada over the past several decades. The 
mountain pine beetle has infested lodgepole pine in 
British Columbia. Over 33 million acres of forest 
have been affected, by far the largest such outbreak 
in recorded history. Another 1.5 million acres have 
been infested by pine beetle in Colorado. Spruce 
beetle has affected more than 2.5 million acres in 
Alaska (see Alaska region) and western Canada. 
The combination of drought and high temperatures 
also has led to serious insect infestations and death 
of piñon pine in the Southwest, and to various 
insect pest attacks throughout the forests of the 
eastern United States.243

Rising temperatures increase insect outbreaks in a 
number of ways. First, winter temperatures above 
a certain threshold allow more insects to survive 
the cold season that normally limits their num-
bers. Second, the longer warm season allows them 
to develop faster, sometimes completing two life 
cycles instead of one in a single growing season. 
Third, warmer conditions help expand their ranges 
northward. And fourth, drought stress reduces 
trees’ ability to resist insect attack (for example, by 
pushing back against boring insects with the pres-
sure of their sap). Spruce beetle, pine beetle, spruce 
budworm, and woolly adelgid (which attacks east-
ern hemlocks) are just some of the insects that are 
proliferating in the United States, devastating many 
forests. These outbreaks are projected to increase 
with ongoing warming. Trees killed by insects also 
provide more dry fuel for wildfires.70,243,250

Disease pathogens and their carriers
One consequence of a longer, warmer growing sea-
son and less extreme cold in winter is that opportu-
nities are created for many insect pests and disease 
pathogens to flourish. Accumulating evidence 
links the spread of disease pathogens to a warming 
climate. For example, a recent study showed that 
widespread amphibian extinctions in the mountains 
of Costa Rica are linked to changes in climatic 

Size of U.S. Wildfires, 1983 to 2008

Data on wildland fires in the United States show that the number of 
acres burned per fire has increased since the 1980s. 

National Interagency Fire Center249
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conditions which are thought to have enabled the 
proliferation of an amphibian disease.70,251

Diseases that affect wildlife and the living things 
that carry these diseases have been expanding their 
geographic ranges as climate heats up. Depending 
on their specific adaptations to current climate, 
many parasites, and the insects, spiders, and 
scorpions that carry and transmit diseases, die 
or fail to develop below threshold temperatures. 
Therefore, as temperatures rise, more of these 
disease-carrying creatures survive. For some 
species, rates of reproduction, population growth, 
and biting, tend to increase with increasing 
temperatures, up to a limit. Some parasites’ 
development rates and infectivity periods also 
increase with temperature.70 An analysis of diseases 
among marine species found that diseases were 
increasing for mammals, corals, turtles, and 
mollusks, while no trends were detected for sharks, 
rays, crabs, and shrimp.70

Invasive plants
Problems involving invasive plant species arise 
from a mix of human-induced changes, including 
disturbance of the land surface (such as through 
over grazing or clearing natural vegetation for 
development), deliberate or accidental transport of 
non-native species, the increase in available nitro-
gen through over-fertilization of crops, and the ris-
ing carbon dioxide concentration and the resulting 
climate change.243 Human-induced climate change 
is not generally the initiating factor, nor the 
most important one, but it is becoming a more 
important part of the mix. 

The increasing carbon dioxide concentration 
stimulates the growth of most plant species, 
and some invasive plants respond with greater 
growth rates than native plants. Beyond this, 
invasive plants appear to better tolerate a wider 
range of environmental conditions and may be 
more successful in a warming world because 
they can migrate and establish themselves in 
new sites more rapidly than native plants.70 
They are also not usually dependent on external 
pollinators or seed dispersers to reproduce. For 
all of these reasons, invasive plant species pres-
ent a growing problem that is extremely diffi-
cult to control once unleashed.70 

Deserts and drylands are likely to 
become hotter and drier, feeding a self-
reinforcing cycle of invasive plants, fire, 
and erosion. 

The arid Southwest is projected to become even 
drier in this century. There is emerging evidence 
that this is already underway.34 Deserts in the 
United States are also projected to expand to the 
north, east, and upward in elevation in response to 
projected warming and associated changes  
in climate. 

Increased drying in the region contributes to a 
variety of changes that exacerbate a cycle of de-
sertification. Increased drought conditions cause 
perennial plants to die due to water stress and 
increased susceptibility to plant diseases. At the 
same time, non-native grasses have invaded the re-
gion. As these grasses increase in abundance, they 
provide more fuel for fires, causing fire frequency 
to increase in a self-reinforcing cycle that leads to 
further losses of vegetation. When it does rain, the 
rain tends to come in heavy downpours, and since 
there is less vegetation to protect the soil, water 
erosion increases. Higher air temperatures and de-
creased soil moisture reduce soil stability, further 
exacerbating erosion. And with a growing popula-
tion needing water for urban uses, hydroelectric 
generation, and agriculture, there is increasing 
pressure on mountain water sources that would oth-
erwise flow to desert river areas.70,149 

The photo series shows the progression from arid grassland to desert 
(desertification) over a 100-year period. The change is the result of grazing 
management and reduced rainfall in the Southwest.250,252,253

CCSP SAP 4.3243

Desertification of Arid Grassland
near Tucson, Arizona, 1902 to 2003
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The response of arid lands to climate change also 
depends on how other factors interact with climate 
at local scales. Large-scale, unregulated livestock 
grazing in the Southwest during the late 1800s and 
early 1900s is widely regarded as having contrib-
uted to widespread desertification. Grazing peaked 
around 1920 on public lands in the West. By the 
1970s, grazing had been reduced by about 70 
percent, but the arid lands have been very slow to 
recover from its impacts. Warmer and drier climate 
conditions are expected to slow recovery even 
more. In addition, the land resource in the South-
west is currently managed more for providing water 
for people than for protecting the productivity of the 
landscape. As a result, the land resource is likely to 
be further degraded and its recovery hampered.243

Coastal and near-shore ecosystems are 
already under multiple stresses. Climate 
change and ocean acidification will 
exacerbate these stresses.

Coastal and near-shore marine ecosystems are vul-
nerable to a host of climate change-related effects 
including increasing air and water temperatures, 
ocean acidification, changes in runoff from the 
land, sea-level rise, and altered currents. Some of 
these changes have already led to coral bleaching, 
shifts in species ranges, increased storm intensity in 
some regions, dramatic reductions in sea ice extent 
and thickness along the Alaskan coast,137 and other 
significant changes to the nation’s coastlines and 
marine ecosystems.70

The interface between land and sea is important, 
as many species, including many endangered spe-
cies, depend on it at some point in their life cycle. 
In addition, coastal areas buffer inland areas from 
the effects of wave action and storms.247 Coastal 
wetlands, intertidal areas, and other near-shore 
ecosystems are subject to a variety of environmen-
tal stresses.254,255 Sea-level rise, increased coastal 
storm intensity, and rising temperatures contrib-
ute to increased vulnerability of coastal wetland 
ecosystems. It has been estimated that 3 feet of 
sea-level rise (within the range of projections for 
this century) would inundate about 65 percent of the 
coastal marshlands and swamps in the contiguous 
United States.256 The combination of sea-level rise, 

local land sinking, and related factors already have 
resulted in substantially higher relative sea-level 
rise along the Gulf of Mexico and the mid-Atlantic 
coast, more so than on the Pacific Coast.43,254 In 
Louisiana alone, over one-third of the coastal plain 
that existed a century ago has since been lost,254 
which is mostly due to local land sinking.70 Barrier 
islands are also losing land at an increasing rate257 
(see Southeast region), and they are particularly im-
portant in protecting the coastline in some regions 
vulnerable to sea-level rise and storm surge.

Coral reefs
Coral reefs are very diverse ecosystems that sup-
port many other species by providing food and 
habitat. In addition to their ecological value, coral 
reefs provide billions of dollars in services includ-
ing tourism, fish breeding habitat, and protection of 
coastlines. Corals face a host of challenges associ-
ated with human activities such as poorly regulated 
tourism, destructive fishing, and pollution, in addi-
tion to climate change-related stresses.70 

Corals are marine animals that host symbiotic algae 
which help nourish the animals and give the corals 
their color. When corals are stressed by increases 
in water temperatures or ultraviolet light, they lose 
their algae and turn white, a process called coral 
bleaching. If the stress persists, the corals die. 
Intensities and frequencies of bleaching events, 
clearly driven by warming in surface water, have 
increased substantially over the past 30 years, lead-
ing to the death or severe damage of about one-
third of the world’s corals.70

The United States has extensive coral reef eco-
systems in the Caribbean, Atlantic, and Pacific 
oceans. In 2005, the Caribbean basin experienced 
unprecedented water temperatures that resulted 
in dramatic coral bleaching with some sites in the 
U.S. Virgin Islands seeing 90 percent of the coral 
bleached. Some corals began to recover when water 
temperatures decreased, but later that year disease 
appeared, striking the previously bleached and 
weakened coral. To date, 50 percent of the corals 
in Virgin Islands National Park have died from the 
bleaching and disease events. In the Florida Keys, 
summer bleaching in 2005 was also followed by 
disease in September.70 
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But rising temperature is not the only stress coral 
reefs face. As the carbon dioxide concentration in 
the air increases, more carbon dioxide is absorbed 
into the world’s oceans, leading to their acidifica-
tion. This makes less calcium carbonate available 
for corals and other sea life to build their skeletons 
and shells.258 If carbon dioxide concentrations 
continue to rise and the resulting acidification pro-
ceeds, eventually, corals and other ocean life that 
rely on calcium carbonate will not be able to build 
these skeletons and shells at all. The implications of 
such extreme changes in ocean ecosystems are not 
clear, but there is now evidence that in some ocean 
areas, such as along the Northwest coast, acidifica-
tion is already occurring70,259 (see Coasts region for 
more discussion of ocean acidification).

Arctic sea ice ecosystems are already 
being adversely affected by the loss of 
summer sea ice and further changes  
are expected.

Perhaps most vulnerable of all to the impacts of 
warming are Arctic ecosystems that rely on sea ice, 
which is vanishing rapidly and is projected to dis-
appear entirely in summertime within this century. 
Algae that bloom on the underside of the sea ice 
form the base of a food web linking microscopic 
animals and fish to seals, whales, polar bears, and 
people. As the sea ice disappears, so too do these 
algae. The ice also provides a vital platform for 
ice-dependent seals (such as the ringed seal) to give 
birth, nurse their pups, and rest. Polar bears use the 
ice as a platform from which to hunt their prey. The 
walrus rests on the ice near the continental shelf 
between its dives to eat clams and other shellfish. 
As the ice edge retreats away from the shelves to 
deeper areas, there will be no clams nearby.70,132,220

The Bering Sea, off the west coast of Alaska, 
produces our nation’s largest commercial fish 
harvests as well as providing food for many Native 
Alaskan peoples. Ultimately, the fish populations 
(and animals including seabirds, seals, walruses, 
and whales) depend on plankton blooms regulated 
by the extent and location of the ice edge in spring. 
As the sea ice continues to decline, the location, 
timing, and species composition of the blooms is 
changing. The spring melt of sea ice in the  

Bering Sea has long provided material that feeds 
the clams, shrimp, and other life forms on the 
ocean floor that, in turn, provide food for the 
walruses, gray whales, bearded seals, eider ducks, 
and many fish. The earlier ice melt resulting from 
warming, however, leads to later phytoplankton 
blooms that are largely consumed by microscopic 
animals near the sea surface, vastly decreasing the 
amount of food reaching the living things on the 
ocean floor. This will radically change the species 
composition of the fish and other creatures, with 
significant repercussions for both subsistence and 
commercial fishing.70 

Ringed seals give birth in snow caves on the sea 
ice, which protect their pups from extreme cold 
and predators. Warming leads to earlier snow melt, 
which causes the snow caves to collapse before the 
pups are weaned. The small, exposed pups may die 
of hypothermia or be vulnerable to predation by 
arctic foxes, polar bears, gulls, and ravens. Gulls 
and ravens are arriving in the Arctic earlier as 
springs become warmer, increasing the birds’  
opportunity to prey on the seal pups.70 

Polar bears are the top predators of the sea ice 
ecosystem. Because they prey primarily on ice-
associated seals, they are especially vulnerable to 
the disappearance of sea ice. The bears’ ability to 
catch seals depends on the presence of sea ice. In 
that habitat, polar bears take advantage of the fact 
that seals must surface to breathe in limited open-
ings in the ice cover. In the open ocean, bears lack 
a hunting platform, seals are not restricted in where 
they can surface, and successful hunting is very 
rare. On shore, polar bears feed little, if at all.

About two-thirds of the world’s polar bears are projected to be 
gone by the middle of this century. It is projected that there will 
be no wild polar bears in Alaska in 75 years.70
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In addition, the rapid rate of warming in 
Alaska and the rest of the Arctic in recent 
decades is sharply reducing the snow cover 
in which polar bears build dens and the sea 
ice they use as foraging habitat. Female polar 
bears build snow dens in which they hiber-
nate for four to five months each year and 
in which they give birth to their cubs. Born 
weighing only about 1 pound, the tiny cubs 
depend on the snow den for warmth.

About two-thirds of the world’s polar bears 
are projected to be gone by the middle of this 
century. It is projected that there will be no 
wild polar bears left in Alaska in 75 years.70

Continued warming will inevitably entail 
major changes in the sea ice ecosystem, to 
the point that its viability is in jeopardy. 
Some species will become extinct, while oth-
ers might adapt to new habitats. The chances 
of species surviving the current changes may 
depend critically on the rate of change. The current 
rates of change in the sea ice ecosystem are very 
rapid relative to the life spans of animals including 
seals, walruses, and polar bears, and as such, are a 
major threat to their survival.70

The habitats of some 
mountain species and 
coldwater fish, such as 
salmon and trout, are 
very likely to contract in 
response to warming.

Animal and plant species that 
live in the mountains are among 
those particularly sensitive to 
rapid climate change. They 
include animal species such 
as the grizzly bear, bighorn 
sheep, pika, mountain goat, 
and wolverine. Major changes 
have already been observed in 
the pika as previously reported 
populations have disappeared 
entirely as climate has warmed 
over recent decades.70 One 
reason mountain species are so 

vulnerable is that their suitable habitats are be-
ing compressed as climatic zones shift upward in 
elevation. Some species try to shift uphill with the 
changing climate, but may face constraints related 
to food, other species present, and so on. In addi-
tion, as species move up the mountains, those near 
the top simply run out of habitat.70 

Fewer wildflowers are projected to grace the slopes 
of the Rocky Mountains as global warming causes 
earlier spring snowmelt. Larkspur, aspen fleabane, 
and aspen sunflower grow at an altitude of about 
9,500 feet where the winter snows are deep. Once 
the snow melts, the flowers form buds and prepare 
to bloom. But warmer springs mean that the snow 
melts earlier, leaving the buds exposed to frost. 
(The percentage of buds that were frosted has 
doubled over the past decade.) Frost does not kill 
the plants, but it does make them unable to seed 
and reproduce, meaning there will be no next gen-
eration. Insects and other animal species depend 
on the flowers for food, and other species depend 
on those species, so the loss is likely to propagate 
through the food chain.236

Shifts in tree species on mountains in New Eng-
land, where temperatures have risen 2 to 4°F in 
the last 40 years, offer another example. Some 
mountain tree species have shifted uphill by 350 

The pika, pictured above, is a 
small mammal whose habitat is 
limited to cold areas near the 
tops of mountains. As climate 
warms, little suitable habitat 
is left. Of 25 pika populations 
studied in the Great Basin be-
tween the Rocky Mountains and 
the Sierra Nevada, more than 
one-third have gone extinct in 
recent decades.261,262

Forest Species Shift Upslope

As climate warms, hardwood trees out-compete evergreen trees 
that are adapted to colder conditions. 

Beckage et al.260/Adapted from Boston Globe/Landov
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feet in the last 40 years. Tree communities were 
relatively unchanged at low and high elevations, but 
in the transition zone in between (at about 2,600 
feet elevation) the changes have been dramatic. 
Cold-loving tree species declined from 43 to 18 
percent, while warmer-loving trees increased from 
57 to 82 percent. Overall, the transition zone has  
shifted about 350 feet uphill in just a few decades, 
a surprisingly rapid rate since these are trees that 
live for hundreds of years. One possibility is that as 
trees were damaged or killed by air pollution, it left 
an opportunity for the warming-induced transition 
to occur more quickly. These results indicate that 
the composition of high elevation forests is chang-
ing rapidly.260 

Coldwater fish
Salmon and other coldwater fish species in the 
United States are at particular risk from warming. 
Salmon are under threat from a variety of human 
activities, but global warming is a growing source 
of stress. Rising temperatures affect salmon in sev-
eral important ways. As precipitation increasingly 
falls as rain rather than snow, it feeds floods that 
wash away salmon eggs incubating in the stream-
bed. Warmer water leads eggs to hatch earlier in 
the year, so the young are smaller and more vulner-
able to predators. Warmer conditions increase the 
fish’s metabolism, taking energy away from growth 
and forcing the fish to find more food, but earlier 
hatching of eggs could put them out of sync with 
the insects they eat. Earlier melting of snow leaves 
rivers and streams warmer and shallower in sum-
mer and fall. Diseases and parasites tend to flour-
ish in warmer water. Studies suggest that up to 40 
percent of Northwest salmon populations may be 
lost by 2050.263

Large declines in trout populations are also pro-
jected to occur around the United States. Over half 
of the wild trout populations are likely to disappear 
from the southern Appalachian Mountains because 
of the effects of rising stream temperatures. Losses 
of western trout populations may exceed 60 percent 
in certain regions. About 90 percent of bull trout, 
which live in western rivers in some of the coun-
try’s most wild places, are projected to be lost due 
to warming. Pennsylvania is predicted to lose 50 
percent of its trout habitat in the coming decades. 
Projected losses of trout habitat for some warmer 

states, such as North Carolina and Virginia, are up 
to 90 percent.264

Some of the benefits ecosystems 
provide to society will be threatened by 
climate change, while others will  
be enhanced.

Human well-being depends on the Earth’s ecosys-
tems and the services that they provide to sustain 
and fulfill human life.265 These services are impor-
tant to human well-being because they contribute 
to basic material needs, physical and psychological 
health, security, and economic activity. A recent 
assessment reported that of 24 vital ecosystem ser-
vices, 15 were being degraded by human activity.247 
Climate change is one of several human-induced 
stresses that threaten to intensify and extend these 
adverse impacts to biodiversity, ecosystems, and 
the services they provide. Two of many possible 
examples follow.

Forests and carbon storage
Forests provide many services important to the 
well-being of Americans: air and water quality 
maintenance, water flow regulation, and watershed 
protection; wildlife habitat and biodiversity conser-
vation; recreational opportunities and aesthetic and 
spiritual fulfillment; raw materials for wood and 
paper products; and climate regulation and carbon 
storage. A changing climate will alter forests and 
the services they provide. Most of these changes 
are likely to be detrimental.

In the United States, forest growth and long-lived 
forest products currently offset about 20 percent of 
U.S. fossil fuel carbon emissions.140,257 This carbon 
“sink” is an enormous service provided by forests 
and its persistence or growth will be important to 
limiting the atmospheric carbon dioxide concentra-
tion. The scale of the challenge of increasing this 
sink is very large. To offset an additional 10 percent 
of U.S. emissions through tree planting would re-
quire converting one-third of current croplands  
to forests.243

Recreational opportunities
Tourism is one of the largest economic sec-
tors in the world, and it is also one of the fastest 
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growing;266 the jobs created by recreational tourism 
provide economic benefits not only to individu-
als but also to communities. Slightly more than 90 
percent of the U.S. population participates in some 
form of outdoor recreation, representing nearly 
270 million participants,267 and several billion days 
spent each year in a wide variety of outdoor recre-
ation activities.

Since much recreation and tourism occurs outside, 
increased temperature and precipitation have a 
direct effect on the enjoyment of these activities, 
and on the desired number of visitor days and as-
sociated level of visitor spending as well as tourism 
employment. Weather conditions are an important 
factor influencing tourism visits. In addition, out-
door recreation and tourism often depends on the 
availability and quality of natural resources,268 such 
as beaches, forests, wetlands, snow, and wildlife, all 
of which will be affected by climate change. 

Thus, climate change can have direct effects on the 
natural resources that people enjoy. The length of 
the season for, and desirability of, several of the 
most popular activities – walking; visiting a beach, 
lakeshore, or river; sightseeing; swimming; and 
picnicking267 – are likely to be enhanced by small 
near-term increases in temperature. Other activities 
are likely to be harmed by even small increases in 
warming, such as snow- and ice-dependent activi-
ties including skiing, snowmobiling, and  
ice fishing.

The net economic effect of near-term climate 
change on recreational activities is likely to be posi-
tive. In the longer term, however, as climate change 
effects on ecosystems and seasonality become more 
pronounced, the net economic effect on tourism 
and recreation is not known with certainty.172 

Adaptation:   Preserving Coastal Wetlands

Coastal wetlands are rich ecosystems 
that protect the shore from damage 
during storm surges and provide 
society with other services. One 
strategy designed to preserve coastal 
wetlands as sea level rises is the “rolling 
easement.” Rolling easements allow 
some development near the shore, but 
prohibit construction of seawalls or 
other armoring to protect buildings; 
they recognize nature’s right-of-way 
to advance inland as sea level rises. 
Massachusetts and Rhode Island prohibit 
shoreline armoring along the shores of 
some estuaries so that ecosystems can 
migrate inland, and several states limit 
armoring along ocean shores.269,270 

In the case shown here, the coastal marsh would reach the footprint of the house 40 years in the 
future. Because the house is on pilings, it could still be occupied if it is connected to a community 
sewage treatment system; a septic system would probably fail due to proximity to the water table. 
After 80 years, the marsh would have taken over the yard, and the footprint of the house would extend 
onto public property. The house could still be occupied but reinvestment in the property would be 
unlikely. After 100 years, this house would be removed, although some other houses in the area could 
still be occupied. Eventually, the entire area would return to nature. A home with a rolling easement 
would depreciate in value rather than appreciate like other coastal real estate. But if the loss were 
expected to occur 100 years from now, it would only reduce the current property value by 1 to 5 
percent, for which the owner could be compensated.271 

Modified from CCSP SAP 4.1271
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Key Messages:
Increases in the risk of illness and death related to extreme heat and heat • 
waves are very likely. Some reduction in the risk of death related to extreme 
cold is expected.
Warming is likely to make it more challenging to meet air quality standards • 
necessary to protect public health. 
Extreme weather events cause physical and mental health problems. Some of • 
these events are projected to increase. 
Some diseases transmitted by food, water, and insects are likely to increase. • 
Rising temperature and carbon dioxide concentration increase pollen • 
production and prolong the pollen season in a number of plants with highly 
allergenic pollen, presenting a health risk.
Certain groups, including children, the elderly, and the poor, are most • 
vulnerable to a range of climate-related health effects. 

Climate change poses unique challenges to human health. Unlike health threats caused by a particular toxin 
or disease pathogen, there are many ways that climate change can lead to potentially harmful health effects. 
There are direct health impacts from heat waves and severe storms, ailments caused or exacerbated by air 
pollution and airborne allergens, and many climate-sensitive infectious diseases.163 

Realistically assessing the potential health effects of 
climate change must include consideration of the capac-
ity to manage new and changing climate conditions.163 
Whether or not increased health risks due to climate 
change are realized will depend largely on societal re-
sponses and underlying vulnerability. The probability of 
exacerbated health risks due to climate change points to a 
need to maintain a strong public health infrastructure to 
help limit future impacts.163 

Increased risks associated with diseases originating 
outside the United States must also be considered be-
cause we live in an increasingly globalized world. Many 
poor nations are expected to suffer even greater health 
consequences from climate change.272 With global trade 
and travel, disease flare-ups in any part of the world can 
potentially reach the United States. In addition, weather 
and climate extremes such as severe storms and drought 
can undermine public health infrastructure, further stress 
environmental resources, destabilize economies, and 
potentially create security risks both within the United 
States and internationally.219 

Key Sources

The pie chart shows the distribution of deaths for 11 hazard 
categories as a percent of the total 19,958 deaths due to 
these hazards from 1970 to 2004. Heat/drought ranks 
highest, followed by severe weather, which includes events 
with multiple causes such as lightning, wind, and rain.273 This 
analysis ended prior to the 2005 hurricane season which 
resulted in approximately 2,000 deaths.229

Hazard-Related Deaths in the U.S.

Borden and Cutter273
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Increases in the risk of illness and death 
related to extreme heat and heat waves 
are very likely. Some reduction in the 
risk of death related to extreme cold  
is expected.

Temperatures are rising and the probability of 
severe heat waves is increasing. Analyses sug-
gest that currently rare extreme heat waves will 
become much more common in the future (see 
National Climate Change).68 At the same time, the 
U.S. population is aging, and older people are more 
vulnerable to hot weather and heat waves. The per-
centage of the U.S. population over age 65 is cur-
rently 12 percent and is projected to be 21 percent 
by 2050 (over 86 million people).163,274 Diabetics are 
also at greater risk of heat-related death, and the 
prevalence of obesity and diabetes is increasing. 
Heat-related illnesses range from heat exhaustion 
to kidney stones.275,276 

Heat is already the leading cause of weather-related 
deaths in the United States. More than 3,400 deaths 
between 1999 and 2003 were reported as result-
ing from exposure to excessive heat.277 An analysis 
of nine U.S. cities shows that deaths due to heat 
increase with rising temperature and humidity.278 
From the 1970s to the 1990s, however, heat-related 
deaths declined.279 This likely resulted from a rapid 

increase in the use of air conditioning. In 1978, 44 
percent of households were without air condition-
ing, whereas in 2005, only 16 percent of the U.S. 
population lived without it (and only 3 percent did 
not have it in the South).280,281 With air conditioning 
reaching near saturation, a recent study found that 
the general decline in heat-related deaths seems to 
have leveled off since the mid-1990s.282 

Increases in heat-related deaths are projected in cities 
around the nation, especially under higher emissions 
scenarios.91 This analysis included some, but not all 
possible, adaptation measures. The graph shows the 
projected number of deaths per year, averaged over a 
three-decade period around 1975, 2055, and 2085 for the 
City of Chicago under lower and higher emissions.91 

Hayhoe et al.283

Projected Increase in  
Heat-Related Deaths in Chicago

Number of Days Over 100°F

The number of days in which the temperature exceeds 
100°F by late this century, compared to the 1960s and 
1970s, is projected to increase strongly across the 
United States. For example, parts of Texas that recently 
experienced about 10 to 20 days per year over 100°F are 
expected to experience more than 100 days per year in 
which the temperature exceeds 100°F by the end of the 
century under the higher emissions scenario.91

CMIP3-B117
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Adaptation:   Reducing Deaths During Heat Waves

In the mid-1990s, Philadelphia became the first U.S. city to implement a system for reducing the risk 
of death during heat waves. The city focuses its efforts on the elderly, homeless, and poor. During 
a heat wave, a heat alert is issued and news organizations are provided with tips on how vulnerable 
people can protect themselves. The health department and thousands of block captains use a buddy 
system to check on elderly residents in their homes; electric utilities voluntarily refrain from shutting 
off services for non-payment; and public cooling places extend their hours. The city operates a 
“Heatline” where nurses are standing by to assist callers experiencing health problems; if callers 
are deemed “at risk,” mobile units are dispatched to the residence. The city has also implemented 
a “Cool Homes Program” for elderly, low-income residents, which provides measures such as roof 
coatings and roof insulation that save energy and lower indoor temperatures. Philadelphia’s system is 
estimated to have saved 117 lives over its first 3 years of operation.287,288 

As human-induced warming is projected to raise 
average temperatures by about 6 to 11°F in this 
century under a higher emissions scenario,91 heat 
waves are expected to continue to increase in 
frequency, severity, and duration.68,112 For example, 
by the end of this century, the number of heat-wave 
days in Los Angeles is projected to double,284 and 
the number in Chicago to quadruple,285 if emissions 
are not reduced.

Projections for Chicago suggest that the average 
number of deaths due to heat waves would more 
than double by 2050 under a lower emissions 
scenario91 and quadruple under a high emissions 
scenario91 (see figure page 90).283 

A study of climate change impacts in California 
projects that, by the 2090s, annual heat-related 
deaths in Los Angeles would increase by two to 
three times under a lower emissions scenario and 
by five to seven times under a higher emissions 
scenario, compared to a 1990s baseline of about 
165 deaths. These estimates assume that people 
will have become somewhat more accustomed to 
higher temperatures. Without such acclimatization, 
these estimates are projected to be about 20 to 25 
percent higher.284

The full effect of global warming on heat-related 
illness and death involves a number of factors 
including actual changes in temperature (averages, 
highs, and lows); and human population character-
istics, such as age, wealth, and fitness. In addition, 
adaptation at the scale of a city includes options 
such as heat wave early warning systems, urban 

design to reduce heat loads, and enhanced services 
during heat waves.163

Reduced extreme cold
In a warmer world, the number of deaths caused 
by extremely low temperatures would be expected 
to drop, although in general, it is uncertain how 
climate change will affect net mortality.163 Never-
theless, a recent study that analyzed daily mortality 
and weather data with regard to 6,513,330 deaths 
in 50 U.S. cities between 1989 and 2000 shows a 
marked difference between deaths resulting from 
hot and cold temperatures. The researchers found 
that, on average, cold snaps increased death rates 

Urban Heat Island Effect

Large amounts of concrete and asphalt in cities absorb and hold heat. 
Tall buildings prevent heat from dissipating and reduce air flow. At 
the same time, there is generally little vegetation to provide shade 
and evaporative cooling. As a result, parts of cities can be up to 
10ºF warmer than the surrounding rural areas, compounding the 
temperature increases that people experience as a result of human-
induced warming.313

Lemmen and Warren286
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by 1.6 percent, while heat waves triggered a 5.7 per-
cent increase in death rates.289 The analysis found 
that the reduction in deaths as a result of relatively 
milder winters attributable to global warming will 
be substantially less than the increase in deaths due 
to summertime heat extremes.

Many factors contribute to winter deaths, includ-
ing highly seasonal diseases such as influenza and 
pneumonia. It is unclear how these diseases are 
affected by temperature.163

Warming is likely to make it more 
challenging to meet air quality standards 
necessary to protect public health. 

Poor air quality, especially in cities, is a serious 
concern across the United States. Half of all Ameri-
cans, 158 million people, live in counties where 
air pollution exceeds national health standards.290 
While the Clean Air Act has improved air qual-
ity, higher temperatures and associated stagnant 
air masses are expected to make it more challeng-
ing to meet air quality standards, particularly for 
ground-level ozone (a component of smog).13 It 

Projected Change in Ground-Level Ozone, 2090s

The maps show projected changes in ground-level ozone (a component of smog) for the 2090s, averaged over the sum-
mer months (June through August), relative to 1996-2000, under lower and higher emissions scenarios, which include 
both greenhouse gases and emissions that lead to ozone formation (some of which decrease under the lower emissions 
scenario).91 By themselves, higher temperatures and other projected climate changes would increase ozone levels under 
both scenarios. However, the maps indicate that future projections of ozone depend heavily on emissions, with the higher 
emissions scenario91 increasing ozone by large amounts, while the lower emissions scenario91 results in an overall decrease 
in ground-level ozone by the end of the century.291

Tao et al.291

Temperature and Ozone

The graphs illustrate the observed association between ground-level 
ozone (a component of smog) concentration in parts per billion (ppb) 
and temperature in Atlanta and New York City (May to October 1988 
to 1990).219 The projected higher temperatures across the United 
States in this century are likely to increase the occurrence of high 
ozone concentrations, although this will also depend on emissions of 
ozone precursors and meteorological factors. Ground-level ozone 
can exacerbate respiratory diseases and cause short-term reductions 
in lung function.

NAST219
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has been firmly established that breathing ozone 
results in short-term decreases in lung function and 
damages the cells lining the lungs. It also increases 
the incidence of asthma-related hospital visits and 
premature deaths.272 Vulnerability to ozone effects 
is greater for those who spend time outdoors, espe-
cially with physical exertion, because this results 

in a higher cumulative dose to their lungs. As a 
result, children, outdoor workers, and athletes are 
at higher risk for these ailments.163 

Ground-level ozone concentrations are affected by 
many factors including weather conditions, emis-
sions of gases from vehicles and industry that lead 

Adaptation:   Improving Urban Air Quality

Because ground-level ozone is related to temperature (see figure at top of previous page), air 
quality is projected to become worse with human-induced climate change. Many areas in the 
country already have plans in place for responding to air quality problems. For example, the Air 
Quality Alert program in Rhode Island encourages residents to reduce air pollutant emissions by 
limiting car travel and the use of small engines, lawn mowers, and charcoal lighter fluids on days 
when ground-level ozone is high. Television weather reports include alerts when ground-level 
ozone is high, warning especially susceptible people to limit their time outdoors. To help cut down 
on the use of cars, all regular bus routes are free on Air Quality Alert days.295

Pennsylvania offers the following suggestions for high ozone days:
Refuel vehicles after dark. Avoid spilling gasoline and stop fueling when the pump shuts off • 
automatically.
Conserve energy. Do not overcool homes. Turn off lights and appliances that are not in use. • 
Wash clothes and dishes only in full loads.
Limit daytime driving. Consider carpooling or taking public transportation. Properly maintain • 
vehicles, which also helps to save fuel.
Limit outdoor activities, such as mowing the lawn or playing sports, to the evening hours.• 
Avoid burning leaves, trash, and other materials.• 

Traffic restrictions imposed during the 1996 summer Olympics in Atlanta quantified the direct 
respiratory health benefits of reducing the number of cars and the amount of their tailpipe 
emissions from an urban environment. Peak morning traffic decreased by 23 percent, and peak 
ozone levels dropped by 28 percent. As a result, childhood asthma-related emergency room visits 
fell by 42 percent.296 

Californians currently experience the worst air 
quality in the nation. More than 90 percent of the 

population lives in areas that violate state air quality 
standards for ground-level ozone or small particles. These 

pollutants cause an estimated 8,800 deaths and over a billion 
dollars in health care costs every year in California.292 Higher 

temperatures are projected to increase the frequency, intensity, 
and duration of conditions conducive to air pollution formation, 

potentially increasing the number of days conducive to air pollution by 75 
to 85 percent in Los Angeles and the San Joaquin Valley, toward the end of this 

century, under a higher emissions scenario, and by 25 to 35 percent under a lower 
emissions scenario.293 Air quality could be further compromised by wildfires, which are 

already increasing as a result of warming.252,294

Spotlight on Air Quality  
in California



U.S. Global Change Research Program

94 95

Global Climate Change Impacts in the United States Human Health

94 95

Global Climate Change Impacts in the United States Human Health

to ozone formation (especially nitrogen oxides 
and volatile organic compounds [VOCs]), natu-
ral emissions of VOCs from plants, and pollution 
blown in from other places.290,297 A warmer climate 
is projected to increase the natural emissions of 
VOCs, accelerate ozone formation, and increase the 
frequency and duration of stagnant air masses that 
allow pollution to accumulate, which will exacer-
bate health symptoms.298 Increased temperatures 
and water vapor due to human-induced carbon di-
oxide emissions have been found to increase ozone 
more in areas with already elevated concentrations, 
meaning that global warming tends to exacerbate 
ozone pollution most in already polluted areas. Un-
der constant pollutant emissions, by the middle of 
this century, Red Ozone Alert Days (when the air 
is unhealthy for everyone) in the 50 largest cities in 
the eastern United States are projected to increase 
by 68 percent due to warming alone.298 Such condi-
tions would challenge the ability of communities 
to meet health-based air quality standards such as 
those in the Clean Air Act. 

Health risks from heat waves and air pollution 
are not necessarily independent. The formation of 
ground-level ozone occurs under hot and stagnant 
conditions – essentially the same weather condi-
tions accompanying heat waves (see box page 102). 
Such interactions among risk factors are likely to 
increase as climate change continues.

Extreme weather events cause physical 
and mental health problems. Some of 
these events are projected to increase.

Injury, illness, emotional trauma, and death are 
known to result from extreme weather events.68 
The number and intensity of some of these events 
are already increasing and are projected to increase 
further in the future.68,112 Human health impacts in 
the United States are generally expected to be less 
severe than in poorer countries where the emergen-
cy preparedness and public health infrastructure 
is less developed. For example, early warning and 
evacuation systems and effective sanitation lessen 
the health impacts of extreme events.68 

This assumes that medical and emergency relief 
systems in the United States will function well and 

that timely and effective adaptation measures will 
be developed and deployed. There have already 
been serious failures of these systems in the af-
termath of hurricanes Katrina and Rita, so coping 
with future impacts will require significant  
improvements.

Extreme storms
Over 2,000 Americans were killed in the 2005 
hurricane season, more than double the average 
number of lives lost to hurricanes in the United 
States over the previous 65 years.163 But the human 
health impacts of extreme storms go beyond direct 
injury and death to indirect effects such as carbon 
monoxide poisoning from portable electric genera-
tors in use following hurricanes, an increase in 
stomach and intestinal illness among evacuees, and 
mental health impacts such as depression and post-
traumatic stress disorder.163 Failure to fully account 
for both direct and indirect health impacts might 
result in inadequate preparation for and response to 
future extreme weather events.163 

Floods
Heavy downpours have increased in recent decades 
and are projected to increase further as the world 
continues to warm.68,112 In the United States, the 
amount of precipitation falling in the heaviest 1 
percent of rain events increased by 20 percent in 
the past century, while total precipitation increased 
by 7 percent. Over the last century, there was a 
50 percent increase in the frequency of days with 
precipitation over 4 inches in the upper Midwest.112 
Other regions, notably the South, have also seen 
strong increases in heavy downpours, with most of 
these coming in the warm season and almost all of 
the increase coming in the last few decades.

Heavy rains can lead to flooding, which can cause 
health impacts including direct injuries as well as 
increased incidence of waterborne diseases due to 
pathogens such as Cryptosporidium and Giardia.163 
Downpours can trigger sewage overflows, contami-
nating drinking water and endangering beachgoers. 
The consequences will be particularly severe in the 
roughly 770 U.S. cities and towns, including New 
York, Chicago, Washington DC, Milwaukee, and 
Philadelphia, that have “combined sewer systems;” 
an older design that carries storm water and sew-
age in the same pipes.299 During heavy rains, these 
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systems often cannot handle the volume, and  
raw sewage spills into lakes or waterways, includ-
ing drinking-water supplies and places where 
people swim.252

In 1994, the Environmental Protection Agency 
(EPA) established a policy that mandates that 
communities substantially reduce or eliminate 
their combined sewer overflow, but this mandate 
remains unfulfilled.300 In 2004, the EPA estimated 
it would cost $55 billion to correct combined sewer 
overflow problems in publicly owned wastewater 
treatment systems.301

Using 2.5 inches of precipitation in one day as the 
threshold for initiating a combined sewer overflow 
event, the frequency of these events in Chicago is 
expected to rise by 50 percent to 120 percent by the 
end of this century,302 posing further risks to drink-
ing and recreational water quality.

Wildfires
Wildfires in the United States are already increas-
ing due to warming. In the West, there has been 
a nearly fourfold increase in large wildfires in 
recent decades, with greater fire frequency, lon-
ger fire durations, and longer wildfire seasons. 

This increase is strongly associated with increased 
spring and summer temperatures and earlier spring 
snowmelt, which have caused drying of soils and 
vegetation.163,252,294 In addition to direct injuries and 
deaths due to burns, wildfires can cause eye  
and respiratory illnesses due to fire-related  
air pollution.163

Some diseases transmitted by food, 
water, and insects are likely to increase. 

A number of important disease-causing agents 
(pathogens) commonly transmitted by food, water, 

The first outbreak of West Nile virus in the United States occurred 
in the summer of 1999, likely a result of international air transport. 

Within five years, the disease had spread across the continental United 
States, transmitted by mosquitoes that acquire the virus from infected 

birds. While bird migrations were the primary mode of disease spread, 
during the epidemic summers of 2002 to 2004, epicenters of West Nile virus 

were linked to locations with either drought or above average temperatures. 

Since 1999, West Nile virus has caused over 28,000 reported cases, and over 1,100 
Americans have died from it.303 During 2002, a more virulent strain of West Nile virus 

emerged in the United States. Recent analyses indicate that this mutated strain responds strongly 
to higher temperatures, 
suggesting that greater risks 
from the disease may result 
from increases in the frequency 
of heatwaves,304 though the 
risk will also depend on the 
effectiveness of mosquito 
control programs.

While West Nile virus causes 
mild flu-like symptoms in 
most people, about one in 
150 infected people develop 
serious illness, including the 
brain inflammation diseases 
encephalitis and meningitis. 
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or animals are susceptible to changes in replication, 
survival, persistence, habitat range, and transmis-
sion as a result of changing climatic conditions 
such as increasing temperature, precipitation, and 
extreme weather events.163 

Cases of food poisoning due to • Salmonella and 
other bacteria peak within one to six weeks of 
the highest reported ambient temperatures.163

Cases of waterborne • Cryptosporidium and 
Giardia increase following heavy downpours. 
These parasites can be transmitted in drinking 
water and through recreational water use.163 
Climate change affects the life cycle and dis-• 
tribution of the mosquitoes, ticks, and rodents 
that carry West Nile virus, equine encephali-
tis, Lyme disease, and hantavirus. However, 
moderating factors such as housing quality, 
land use patterns, pest control programs, and a 
robust public health infrastructure are likely to 
prevent the large-scale spread of these diseases 
in the United States.163,305

Heavy rain and flooding can contaminate • 
certain food crops with feces from nearby 
livestock or wild animals, increasing the 
likelihood of food-borne disease associated 
with fresh produce.163

Vibrio•	  sp. (shellfish poisoning) accounts for 20 
percent of the illnesses and 95 percent of 
the deaths associated with eating infected 
shellfish, although the overall incidence 
of illness from Vibrio infection remains 
low. There is a close association between 
temperature, Vibrio sp. abundance, and 
clinical illness. The U.S. infection rate 
increased 41 percent from 1996 to 2006,163 
concurrent with rising temperatures. 
As temperatures rise, tick populations that • 
carry Rocky Mountain spotted fever are 
projected to shift from south to north.306 
The introduction of disease-causing agents • 
from other regions of the world is an 
additional threat.163 

While the United States has programs such as 
the Safe Drinking Water Act that help protect 
against some of these problems, climate change 
will present new challenges. 

Rising temperature and carbon 
dioxide concentration increase pollen 
production and prolong the pollen 
season in a number of plants with  
highly allergenic pollen, presenting a 
health risk.

Rising carbon dioxide levels have been observed to 
increase the growth and toxicity of some plants that 
cause health problems. Climate change has caused 
an earlier onset of the spring pollen season in the 
United States.272 It is reasonable to conclude that 
allergies caused by pollen have also experienced 
associated changes in seasonality.272 Several labora-
tory studies suggest that increasing carbon dixoide 
concentrations and temperatures increase ragweed 
pollen production and prolong the ragweed 
pollen season.163,272

Poison ivy growth and toxicity is also greatly 
increased by carbon dioxide, with plants growing 
larger and more allergenic. These increases exceed 
those of most beneficial plants. For example, poison 
ivy vines grow twice as much per year in air with 
a doubled preindustrial carbon dioxide concentra-
tion as they do in unaltered air; this is nearly five 
times the increase reported for tree species in 

Pollen Counts Rise with  
Increasing Carbon Dioxide

Pollen production from ragweed grown in chambers at the carbon 
dioxide concentration of a century ago (about 280 parts per million 
[ppm]) was about 5 grams per plant; at today’s approximate carbon 
dioxide level, it was about 10 grams; and at a level projected to 
occur about 2075 under the higher emissions scenario,91 it was 
about 20 grams.307

Ziska and Caulfield307
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other analyses.308 Recent and projected increases in 
carbon dioxide also have been shown to stimulate 
the growth of stinging nettle and leafy spurge, two 
weeds that cause rashes when they come into con-
tact with human skin.309,310

Certain groups, including children, 
the elderly, and the poor, are most 
vulnerable to a range of climate-related 
health effects. 

Infants and children, pregnant women, the elderly, 
people with chronic medical conditions, outdoor 
workers, and people living in poverty are especially 
at risk from a variety of climate related health ef-
fects. Examples of these effects include increasing 
heat stress, air pollution, extreme weather events, 
and diseases carried by food, water, and insects.163 

Children’s small ratio of body mass to surface area 
and other factors make them vulnerable to heat-
related illness and death. Their increased breathing 
rate relative to body size, additional time spent out-
doors, and developing respiratory tracts, heighten 
their sensitivity to air pollution. In addition, chil-
dren’s immature immune systems increase their 
risk of serious consequences from waterborne and 
food-borne diseases, while developmental factors 
make them more vulnerable to complications from 
severe infections such as E. coli or Salmonella.163

The greatest health burdens related to climate 
change are likely to fall on the poor, especially 

Poison ivy

those lacking adequate shelter and access to other 
resources such as air conditioning.163

Elderly people are more likely to have debilitating 
chronic diseases or limited mobility. The elderly 
are also generally more sensitive to extreme heat 
for several reasons. They have a reduced ability to 
regulate their own body temperature or sense when 
they are too hot. They are at greater risk of heart 
failure, which is further exacerbated when cardiac 
demand increases in order to cool the body during 
a heat wave.318 Also, people taking medications, 
such as diuretics for high blood pressure, have a 
higher risk of dehydration.163 

The multiple health risks associated with diabetes 
will increase the vulnerability of the U.S. popula-
tion to increasing temperatures. The number of 
Americans with diabetes has grown to about 24 
million people, or roughly 8 percent of the U.S. 
population. Almost 25 percent of the population 
60 years and older had diabetes in 2007.311 Fluid 
imbalance and dehydration create higher risks for 
diabetics during heat waves. People with diabetes-
related heart disease are at especially increased risk 
of dying in heat waves.318

High obesity rates in the United States are a con-
tributing factor in currently high levels of diabe-
tes. Similarly, a factor in rising obesity rates is a 
sedentary lifestyle and automobile dependence; 60 
percent of Americans do not meet minimum daily 
exercise requirements. Making cities more walk-
able and bikeable would thus have multiple ben-
efits: improved personal fitness and weight loss; 
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reduced local air pollution and associated respirato-
ry illness; and reduced greenhouse gas emissions.312 

The United States has considerable capacity to 
adapt to climate change, but during recent extreme 
weather and climate events, actual practices have 
not always protected people and property. Vulner-
ability to extreme events is highly variable, with 
disadvantaged groups and communities (such as the 
poor, infirm, and elderly) experiencing consider-

able damage and disruptions to their lives. Adapta-
tion tends to be reactive, unevenly distributed, and 
focused on coping rather than preventing problems. 
Future reduction in vulnerability will require 
consideration of how best to incorporate planned 
adaptation into long-term municipal and public ser-
vice planning, including energy, water, and health 
services, in the face of changing climate-related 
risks combined with ongoing changes in population 
and development patterns.163,164 

Geographic Vulnerability of U.S. Residents to  
Selected Climate-Related Health Impacts

Maps indicating U.S. counties, or in some cases states, with existing vulnerability to climate-sensitive health out-
comes: a) location of hurricane landfalls; b) extreme heat events (defined by the Centers for Disease Control 
as temperatures 10 or more degrees F above the average high temperature for the region and lasting for sev-
eral weeks); c) percentage of population over age 65 (dark blue indicates that percentage is over 17.6 percent, light 
blue 14.4 to 17.5 percent); d) locations of West Nile virus cases reported in 2004. These examples demonstrate 
both the diversity of climate-sensitive health outcomes and the geographic variability of where they occur. Events 
over short time spans, in particular West Nile virus cases, are not necessarily predictive of future vulnerability.

CCSP SAP 4.6163
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Key Messages:
Population shifts and development choices are making more Americans • 
vulnerable to the expected impacts of climate change.
Vulnerability is greater for those who have few resources and few choices. • 
City residents and city infrastructure have unique vulnerabilities to • 
climate change.
Climate change affects communities through changes in climate-sensitive • 
resources that occur both locally and at great distances.
Insurance is one of the industries particularly vulnerable to increasing • 
extreme weather events such as severe storms, but it can also help 
society manage the risks.
The United States is connected to a world that is unevenly vulnerable to • 
climate change and thus will be affected by impacts in other parts of  
the world.

Climate change will affect society through impacts 
on the necessities and comforts of life: water, energy, 
housing, transportation, food, natural ecosystems, and 
health. This section focuses on some characteristics of 
society that make it vulnerable to the potential impacts 
of climate change and how the risks and costs may be 
distributed. Many impacts of climate change on society, 
for example, sea-level rise and increased water scarcity, 
are covered in other sections of this report. This section 
is not a comprehensive analysis of societal vulnerabili-
ties, but rather highlights key examples.

Because societies and their built environments have de-
veloped under a climate that has fluctuated within 
a relatively confined range of conditions, most 
impacts of a rapidly changing climate will pres-
ent challenges. Society is especially vulnerable to 
extremes, such as heat waves and floods, many of 
which are increasing as climate changes.313 And 
while there are likely to be some benefits and 
opportunities in the early stages of warming, as 
climate continues to change, negative impacts are 
projected to dominate.164

Climate change will affect different segments 
of society differently because of their varying 
exposures and adaptive capacities. The impacts 
of climate change also do not affect society in 

isolation. Rather, impacts can be exacerbated when 
climate change occurs in combination with the effects 
of an aging and growing population, pollution, poverty, 
and natural environmental fluctuations.164,172,274 Unequal 
adaptive capacity in the world as a whole also will pose 
challenges to the United States. Poorer countries are 
projected to be disproportionately affected by the im-
pacts of climate change and the United States is strongly 
connected to the world beyond its borders through 
markets, trade, investments, shared resources, migrat-
ing species, health, travel and tourism, environmental 
refugees (those fleeing deteriorating environmental 
conditions), and security.

Cedar Rapids, Iowa, June 12, 2008

Key Sources
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Population shifts and development 
choices are making more Americans 
vulnerable to the expected impacts of 
climate change. 

Climate is one of the key factors in Americans’ 
choices of where to live. As the U.S. population 
grows, ages, and becomes further concentrated 
in cities and coastal areas, society is faced with 
additional challenges. Climate change is likely to 
exacerbate these challenges as changes in tempera-
ture, precipitation, sea levels, and extreme weather 
events increasingly affect homes, communities, 
water supplies, land resources, transportation, ur-
ban infrastructure, and regional characteristics that 
people have come to value and depend on. 

Population growth in the United States over the 
past century has been most rapid in the South, near 
the coasts, and in large urban areas (see figure on 
page 55 in the Energy sector). The four most popu-
lous states in 2000 – California, Texas, Florida, and 
New York – accounted for 38 percent of the total 
growth in U.S. population during that time, and 
share significant vulnerability to coastal storms, 
severe drought, sea-level rise, air pollution, and ur-
ban heat island effects.313 But migration patterns are 
now shifting: the population of the Mountain West 
(Montana, Idaho, Wyoming, Nevada, Utah, Colo-
rado, Arizona, and New Mexico) is projected to in-
crease by 65 percent from 2000 to 2030, represent-
ing one-third of all U.S. population growth.274,314 
Southern coastal areas on both the Atlantic and 
the Gulf of Mexico are projected to continue to see 
population growth.313 

Overlaying projections of future climate change and 
its impacts on expected changes in U.S. population 
and development patterns reveals a critical insight: 
more Americans will be living in the areas that are 
most vulnerable to the effects of climate change.274

America’s coastlines have seen pronounced popu-
lation growth in regions most at risk of hurricane 
activity, sea-level rise, and storm surge – putting 
more people and property in harm’s way as the 
probability of harm increases.274 On the Atlantic 
and Gulf coasts where hurricane activity is preva-
lent, the coastal land in many areas is sinking while 
sea level is rising. Human activities are exacerbat-

ing the loss of coastal wetlands that once helped 
buffer the coastline from erosion due to storms. The 
devastation caused by recent hurricanes highlights 
the vulnerability of these areas.224 

The most rapidly growing area of the country is 
the Mountain West, a region projected to face more 
frequent and severe wildfires and have less water 
available, particularly during the high-demand 
period of summer. Continued population growth in 
these arid and semi-arid regions would stress water 
supplies. Because of high demand for irrigating ag-
riculture, overuse of rivers and streams is common 
in the arid West, particularly along the Front Range 
of the Rocky Mountains in Colorado, in Southern 
California, and in the Central Valley of California. 
Rapid population and economic growth in these 
arid and semi-arid regions has dramatically in-
creased vulnerability to water shortages (see Water 
Resources sector and Southwest region).274 

Many questions are raised by ongoing development 
patterns in the face of climate change. Will growth 
continue as projected in vulnerable areas, despite 
the risks? Will there be a retreat from the coastline 
as it becomes more difficult to insure vulnerable 
properties? Will there be pressure for the govern-
ment to insure properties that private insurers 
have rejected? How can the vulnerability of new 
development be minimized? How can we ensure 
that communities adopt measures to manage the 
significant changes that are projected in sea level, 
temperature, rainfall, and extreme weather events? 

Development choices are based on people’s needs 
and desires for places to live, economies that pro-
vide employment, ecosystems that provide services, 
and community-based social activities. Thus, the 
future vulnerability of society will be influenced 
by how and where people choose to live. Some 
choices, such as expanded development in coastal 
regions, can increase vulnerabilities to climate-
related events, even without any change in climate.

Vulnerability is greater for those who 
have few resources and few choices.  

Vulnerabilities to climate change depend not only 
on where people are but also on their circumstanc-
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es. In general, groups that are especially vul-
nerable include the very young, the very old, 
the sick, and the poor. These groups represent a 
more significant portion of the total population 
in some regions and localities than others. For 
example, the elderly more often cite a warm 
climate as motivating their choice of where 
to live and thus make up a larger share of the 
population in warmer areas.305

In the future (as in the past), the impacts of 
climate change are likely to fall disproportion-
ately on the disadvantaged.313  People with few 
resources often live in conditions that increase 
their vulnerability to the effects of climate 
change.172 For example, the experience with 
Hurricane Katrina showed that the poor and 
elderly were the most vulnerable because of 
where they lived and their limited ability to 
get out of harm’s way. Thus, those who had 
the least proportionately lost the most. And it is 
clear that people with access to financial resources, 
including insurance, have a greater capacity to 
adapt to, recover, or escape from adverse impacts 
of climate change than those who do not have such 
access.305, 316 The fate of the poor can be permanent 
dislocation, leading to the loss of social relation-
ships and community support networks provided 
by schools, churches, and neighborhoods. 

Native American communities have unique vul-
nerabilities. Native Americans who live on estab-
lished reservations are restricted to reservation 
boundaries and therefore have limited relocation 
options.219 In Alaska, over 100 villages on the coast 
and in low-lying areas along rivers are subject to 
increased flooding and erosion due to warming.315 
Warming also reduces the availability and acces-
sibility of many traditional food sources for Native 
Alaskans, such as seals that live on ice and caribou 
whose migration patterns depend on being able to 
cross frozen rivers and wetlands. These vulnerable 
people face losing their current livelihoods, their 
communities, and in some cases, their culture, 
which depends on traditional ways of collect-
ing and sharing food.132,220 Native cultures in the 
Southwest are particularly vulnerable to impacts of 
climate change on water quality and availability. 

City residents and city infrastructure 
have unique vulnerabilities to  
climate change.

Over 80 percent of the U.S. population resides in 
urban areas, which are among the most rapidly 
changing environments on Earth. In recent de-
cades, cities have become increasingly spread out, 
complex, and interconnected with regional and 
national economies and infrastructure.319 Cities 
also experience a host of social problems, includ-
ing neighborhood degradation, traffic congestion, 
crime, unemployment, poverty, and inequities in 
health and well-being.320 Climate-related changes 
such as increased heat, water shortages, and 
extreme weather events will add further stress to 
existing problems. The impacts of climate change 
on cities are compounded by aging infrastructure, 
buildings, and populations, as well as air pollu-
tion and population growth. Further, infrastructure 
designed to handle past variations in climate can 
instill a false confidence in its ability to handle 
future changes. However, urban areas also present 
opportunities for adaptation through technology, 
infrastructure, planning, and design.313 

As cities grow, they alter local climates through the 
urban heat island effect. This effect occurs because 
cities absorb, produce, and retain more heat than 
the surrounding countryside. The urban heat island 

Chalmette, Louisiana after Hurricane 
Katrina
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effect has raised average urban air temperatures 
by 2 to 5°F more than surrounding areas over the 
past 100 years, and by up to 20°F more at night.321 
Such temperature increases, on top of the general 
increase caused by human-induced warming, affect 
urban dwellers in many ways, influencing health, 
comfort, energy costs, air quality, water quality 
and availability, and even violent crime (which 
increases at high temperatures) (see Human Health, 
Energy, and Water Resources sectors).172,313,322,323

More frequent heavy downpours and floods in 
urban areas will cause greater property damage, a 
heavier burden on emergency management, in-
creased clean-up and rebuilding costs, and a grow-
ing financial toll on businesses and homeowners. 
The Midwest floods of 2008 provide a recent vivid 
example of such tolls. Heavy downpours and urban 
floods can also overwhelm combined sewer and 
storm-water systems and release pollutants to wa-
terways.313 Unfortunately, for many cities, current 

planning and existing infrastructure are designed 
for the historical one-in-100 year event, whereas 
cities are likely to experience this same flood level 
much more frequently as a result of the climate 
change projected over this century.146,164,324 

Cities are also likely to be affected by climate 
change in unforeseen ways, necessitating diversion 
of city funds for emergency responses to extreme 
weather.313 There is the potential for increased sum-
mer electricity blackouts owing to greater demand 
for air conditioning.325 For example, there were 
widespread power outages in Chicago during the 
1995 heat wave and in some parts of New York City 
during the 1999 heat wave. In southern California’s 
cities, additional summer electricity demand will 
intensify conflicts between hydropower and flood-
control objectives.164 Increased costs of repairs 
and maintenance are projected for transportation 
systems, including roads, railways, and airports, as 
they are negatively affected by heavy downpours 

Heat, Drought, and Stagnant Air Degrade Air Quality and Quality of Life

Heat waves and poor air quality already threaten the lives of thousands of people each year.292 Experience 
and research have shown that these events are interrelated as the atmospheric conditions that produce 
heat waves are often accompanied by stagnant air and poor air quality.326 The simultaneous occurrence of 
heat waves, drought, and stagnant air negatively affects quality of life, especially in cities. 

One such event occurred in the United States during the summer of 1988, causing 5,000 to 10,000 deaths 
and economic losses of more than $70 billion (in 2002 dollars).229,327 Half of the nation was affected by 
drought, and 5,994 all-time daily high temperature 
records were set around the country in July alone 
(more than three times the most recent 10-year 
average).328,329 Poor air quality resulting from the lack 
of rainfall, high temperatures, and stagnant conditions 
led to an unprecedented number of unhealthy air 
quality days throughout large parts of the country.327,329 
Continued climate change is projected to increase the 
likelihood of such episodes.68,330 

Interactions such as those between heat wave and 
drought will affect adaptation planning. For example, 
electricity use increases during heat waves due to 
increased air conditioning demand.330,331 During 
droughts, cooling water availability is at its lowest. 
Thus, during a simultaneous heat wave and drought, 
electricity demand for cooling will be high when power 
plant cooling water availability is at its lowest.340

The map shows the frequency of occurrence of stagnant 
air conditions when heat wave conditions were also 
present. Since 1950, across the Southeast, southern Great 
Plains, and most of the West, the air was stagnant more 
than 25 percent of the time during heat waves.

NOAA/NCDC333

Stagnation When Heat Waves Exist 
Summer, 1950 to 2007
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and extreme heat190 (see Transportation sector). 
Coping with increased flooding will require re-
placement or improvements in storm drains, flood 
channels, levees, and dams.

In addition, coastal cities are also vulnerable to 
sea-level rise, storm surge, and increased hurricane 
intensity. Cities such as New Orleans, Miami, and 
New York are particularly at risk, and would have 
difficulty coping with the sea-level rise projected 
by the end of the century under a higher emissions 
scenario.91,164 Remnants of hurricanes moving in-
land also threaten cities of the Appalachian Moun-
tains, which are vulnerable if hurricane frequency 
or intensity increases. Since most large U.S. cities 
are on coasts, rivers, or both, climate change will 
lead to increased potential flood damage. The larg-
est impacts are expected when sea-level rise, heavy 
runoff, high tides, and storms coincide.313 Analyses 
of New York and Boston indicate that the potential 
impacts of climate change are likely to be negative, 
but that vulnerability can be reduced by behavioral 
and policy changes.313,334-336 

Urban areas concentrate the human activities that 
are largely responsible for heat-trapping emissions. 
The demands of urban residents are also associated 
with a much larger footprint on areas far removed 
from these population centers.337 On the other hand, 
concentrating activities such as transportation can 
make them more efficient. Cities have a large role 
to play in reducing heat-trapping emissions, and 
many are pursuing such actions. For example, over 
900 cities have committed to the U.S. Mayors’ Cli-
mate Protection Agreement to advance emissions 
reduction goals.317 

Cities also have considerable potential to adapt to 
climate change through technological, institutional, 
structural, and behavioral changes. For example, a 
number of cities have warning programs in place 
to reduce heat-related illness and death (see Human 
Health sector). Relocating development away from 
low-lying areas, building new infrastructure with 
future sea-level rise in mind, and promoting water 
conservation are examples of structural and institu-
tional strategies. Choosing road materials that can 
handle higher temperatures is an adaptation option 
that relies on new technology (see Transportation 
sector). Cities can reduce heat loads by increasing 

reflective surfaces and green spaces. Some actions 
have multiple benefits. For example, increased 
planting of trees and other vegetation in cities has 
been shown to be associated with a reduction in 
crime,338 in addition to reducing local temperatures, 
and thus energy demand for air conditioning.

Human well-being is influenced by economic 
conditions, natural resources and amenities, public 
health and safety, infrastructure, government, and 
social and cultural resources. Climate change will 
influence all of these, but an understanding of the 
many interacting impacts, as well as the ways soci-
ety can adapt to them, remains in its infancy.305,339 

Climate change affects communities 
through changes in climate-sensitive 
resources that occur both locally and  
at great distances.

Human communities are intimately connected to 
resources beyond their geographical boundaries. 
Thus, communities will be vulnerable to the poten-
tial impacts of climate change on sometimes-distant 
resources. For example, communities that have de-
veloped near areas of agricultural production, such 
as the Midwest corn belt or the wine-producing 
regions of California and the Northwest, depend on 
the continued productivity of those regions, which 
would be compromised by increased temperature 
or severe weather.313 Some agricultural production 
that is linked to cold climates is likely to disappear 
entirely: recent warming has altered the required 
temperature patterns for maple syrup production, 

Rising Heat Index in Phoenix

The average number of hours per summer day in Phoenix 
that the temperature was over 100°F has doubled over the 
past 50 years, in part as a result of the urban heat island 
effect. Hot days take a toll on both quality of life and loss 
of life. Arizona’s heat-related deaths are the highest of any 
state, at three to seven times the national average.340,341

Baker et al.340
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shifting production northward from New England 
into Canada. Similarly, cranberries require a long 
winter chill period, which is shrinking as climate 
warms234 (see Northeast region). Most cities de-
pend on water supplies from distant watersheds, 
and those depending on diminishing supplies (such 
as the Sierra Nevada snowpack) are vulnerable. 
Northwest communities also depend upon forest 
resources for their economic base, and many  
island, coastal, and “sunbelt” communities depend 
on tourism. 

Recreation and tourism play important roles in the 
economy and quality of life of many Americans. 
In some regions tourism and recreation are major 
job creators, bringing billions of dollars to regional 
economies. Across the nation, fishing, hunting, 
skiing, snowmobiling, diving, beach-going, and 
other outdoor activities make important economic 
contributions and are a part of family traditions 
that have value that goes beyond financial returns. 
A changing climate will mean reduced opportuni-
ties for some activities and locations and expanded 
opportunities for others.305,342 Hunting and fish-
ing will change as animals’ habitats shift and as 
relationships among species in natural communities 
are disrupted by their different responses to rapid 
climate change. Water-dependent recreation in 
areas projected to get drier, such as the Southwest, 
and beach recreation in areas that are expected to 
see rising sea levels, will suffer. Some regions will 
see an expansion of the season for warm weather 
recreation such as hiking and bicycle riding.

Insurance is one of the industries 
particularly vulnerable to increasing 
extreme weather events such as severe 
storms, but it can also help society 
manage the risks. 

Insurance – the world’s largest industry – is one of 
the primary mechanisms through which the costs of 
climate change are distributed across society.344,351

Most of the climate change impacts described in 
this report have economic consequences. A signifi-
cant portion of these flow through public and pri-
vate insurance markets, which essentially aggregate 
and distribute society’s risk. Insurance thus pro-
vides a window into the myriad ways in which the 
costs of climate change will manifest, and serves as 
a form of economic adaptation and a messenger of 
these impacts through the terms and price signals it 
sends its customers.344

In an average year, about 90 percent of insured ca-
tastrophe losses worldwide are weather-related. In 
the United States, about half of all these losses are 
insured, which amounted to $320 billion between 
1980 and 2005 (inflation-adjusted to 2005 dollars). 
While major events such as hurricanes grab head-
lines, the aggregate effect of smaller events  
accounts for at least 60 percent of total insured 
losses on average.344 Many of the smallest scale 
property losses and weather-related life/health 
losses are unquantified.345

Escalating exposures to cata-
strophic weather events, coupled 
with private insurers’ withdraw-
al from various markets, are 
placing the federal government 
at increased financial risk as 
insurer of last resort. The Na-
tional Flood Insurance Program 
would have gone bankrupt after 
the storms of 2005 had they not 
been given the ability to borrow 
about $20 billion from the U.S. 
Treasury.172 For public and pri-
vate insurance programs alike, 
rising losses require a combina-
tion of risk-based premiums and 
improved loss prevention.

Recreational 
Activity 

Potential Impacts 
of Climate Change 

Estimated 
Economic Impacts

Skiing, Northeast 20 percent reduction in 
ski season length

$800 million loss per year, 
potential resort closures234

Snowmobiling, 
Northeast

Reduction of season 
length under higher 
emissions scenario91 

Complete loss of opportunities 
in New York and Pennsylvania 
within a few decades, 80 
percent reduction in season 
length for region by end of 
century234,342

Beaches, North  
Carolina

Many beaches are 
eroded, and some lost  
by 2080343

Reduced opportunities for 
beach and fishing trips,343 
without additional costs for 
adaptation measures

Examples of Impacts On Recreation
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While economic and demographic factors have no doubt 
contributed to observed increases in losses,346 these factors 
do not fully explain the upward trend in costs or numbers of 
events.344,347 For example, during the time period covered in the 
figure to the right, population increased by a factor of 1.3 while 
losses increased by a factor of 15 to 20 in inflation-corrected 
dollars. Analyses asserting little or no role of climate change in 
increasing the risk of losses tend to focus on a highly limited 
set of hazards and locations. They also often fail to account for 
the vagaries of natural cycles and inflation adjustments, or to 
normalize for countervailing factors such as improved pre- and 
post-event loss prevention (such as dikes, building codes, and 
early warning systems).348 

What is known with far greater certainty is that future increases 
in losses will be attributable to climate change as it increases 
the frequency and intensity of many types of extreme weather, 
such as severe thunderstorms and heat waves.131,350 

Insurance is emblematic of the increasing globalization of cli-
mate risks. Because large U.S.-based companies operate around 
the world, their customers and assets are exposed to climate 
impacts wherever they occur. Most of the growth in the insur-
ance industry is in emerging markets, which will structurally 
increase U.S. insurers’ exposure to climate risk because those 
regions are more vulnerable and are experiencing particularly 
high rates of population growth and development.351

The movement of populations into harm’s way creates a rising 
baseline of insured losses upon which the consequences of 
climate change will be superimposed. These observations re-
inforce a recurring theme in this report: the past can no longer 
be used as the basis for planning for the future. 

It is a challenge to design insurance systems that properly 
price risks, reward loss prevention, and do not foster risk 
taking (for example by repeatedly rebuilding flooded homes). 
This challenge is particularly acute in light of insurance mar-
ket distortions such as prices that inhibit insurers’ ability to 
recover rising losses, combined with information gaps on the 
impacts of climate change and adaptation strategies. Rising 
losses252 are already affecting the availability and affordability 
of insurance. Several million customers in the United States, 
no longer able to purchase private insurance coverage, are tak-
ing refuge in state-mandated insurance pools, or going with-
out insurance altogether. Offsetting rising insurance costs is 
one benefit of mitigation and adaptation investments to reduce 
the impacts of climate change.

Insured Losses from Catastrophes,  
1980 to 2005

Weather-related insurance losses in the United States 
are increasing. Typical weather-related losses today are 
similar to those that resulted from the 9/11 attack (shown 
in gray at 2001 in the graph). About half of all economic 
losses are insured, so actual losses are roughly twice those 
shown on the graph. Data on smaller-scale losses (many 
of which are weather-related) are significant but are not 
included in this graph as they are not comprehensively 
reported by the U.S. insurance industry.

US GAO352

There is a strong observed correlation be-
tween higher temperatures and the frequen-
cy of lightning-induced insured losses in the 
United States. Each marker represents ag-
gregate monthly U.S. lightning-related insur-
ance claims paid by one large national insurer 
over a five-year period, 1991-1995. All else 
being equal, these claims are expected to in-
crease with temperature.344,353,354

Mills344

Lightning-Related  
Insurance Claims
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Virtually all segments of the insurance industry 
are vulnerable to the impacts of climate change. 
Examples include damage to property, crops, for-
est products, livestock, and transportation infra-
structure; business and supply-chain interruptions 
caused by weather extremes, water shortages, and 
electricity outages; legal consequences;355 and 
compromised health or loss of life. Increasing risks 
to insurers and their customers are driven by many 
factors including reduced periods of time between 
loss events, increasing variability, shifting  
types and location of events, and widespread  
simultaneous losses. 

In light of these challenges, insurers are emerging 
as partners in climate science and the formulation 
of public policy and adaptation strategies.356 Some 
have promoted adaptation by providing premium 
incentives for customers who fortify their proper-
ties, engaging in the process of determining build-
ing codes and land-use plans, and participating in 
the development and financing of new technologies 
and practices. For example, the Federal Emergency 
Management Agency (FEMA) Community Rating 
System is a point system that rewards communities 
that undertake floodplain management activities 
to reduce flood risk beyond the minimum require-
ment set by the National Flood Insurance Pro-
gram. Everyone in these communities is rewarded 
with lower flood insurance premiums (−5 to −45 
percent).357 Others have recognized that mitigation 
and adaptation can work hand in hand in a coor-
dinated climate risk-management strategy and are 
offering “green” insurance products designed to 
capture these dual benefits.351,349

The United States is connected to a 
world that is unevenly vulnerable to 
climate change and thus will be affected 
by impacts in other parts of the world.

American society will not experience the potential 
impacts of climate change in isolation. In an in-
creasingly connected world, impacts elsewhere will 
have political, social, economic, and environmen-
tal ramifications for the United States. As in the 
United States, vulnerability to the potential impacts 
of climate change worldwide varies by location, 
population characteristics, and economic status. 

The rising concentration of people in cities is 
occurring globally, but is most prevalent in lower-
income countries. Many large cities are located in 
vulnerable areas such as floodplains and coasts.  
In most of these cities, the poor often live  
in the most marginal of these environments, in  
areas that are susceptible to extreme events, and 
their ability to adapt is limited by their lack of 
financial resources.172

In addition, over half of the world’s population – in-
cluding most of the world’s major cities – depends 
on glacier melt or snowmelt to supply water for 
drinking and municipal uses. Today, some locations 
are experiencing abundant water supplies and even 
frequent floods due to increases in glacier melt 
rates due to increased temperatures worldwide. 
Soon, however, this trend is projected to reverse as 
even greater temperature increases reduce glacier 
mass and cause more winter precipitation to fall as 
rain and less as snow.90 

As conditions worsen elsewhere, the number of 
people wanting to immigrate to the United States 
will increase. The direct cause of potential in-
creased migration, such as extreme climatic events, 
will be difficult to separate from other forces that 
drive people to migrate. Climate change also has 
the potential to alter trade relationships by chang-
ing the comparative trade advantages of regions or 
nations. As with migration, shifts in trade can have 
multiple causes.

Accelerating emissions in economies that are 
rapidly expanding, such as China and India, pose 
future threats to the climate system and already are 
associated with air pollution episodes that reach the 
United States.297 

Meeting the challenge of improving conditions for 
the world’s poor has economic implications for the 
United States, as does intervention and resolution 
of intra- and intergroup conflicts. Where climate 
change exacerbates such challenges, for example by 
limiting access to scarce resources or increasing in-
cidence of damaging weather events, consequences 
are likely for the U.S. economy and security.358 
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The Northeast has significant geographic and climatic diversity 
within its relatively small area. The character and economy of the 
Northeast have been shaped by many aspects of its climate including 
its snowy winters, colorful autumns, and variety of extreme events 
such as nor’easters, ice storms, and heat waves. This familiar climate 
has already begun changing in noticeable ways. 

Since 1970, the annual average temperature in the Northeast has 
increased by 2°F, with winter temperatures rising twice this much.150 
Warming has resulted in many other climate-related changes,  
including:

More frequent days with temperatures above 90°F • 
A longer growing season• 
Increased heavy precipitation • 
Less winter precipitation falling as snow and more as rain • 
Reduced snowpack • 
Earlier breakup of winter ice on lakes and rivers • 
Earlier spring snowmelt resulting in earlier peak river flows • 
Rising sea surface temperatures and sea level• 

Each of these observed changes is consistent with the changes expect-
ed in this region from global warming. The Northeast is projected to 
face continued warming and more extensive climate-related changes, 
some of which could dramatically alter the region’s economy, land-
scape, character, and quality of life. 

Over the next several decades, temperatures in the Northeast are 
projected to rise an additional 2.5 to 4°F in winter and 1.5 to 3.5°F 
in summer. By mid-century and beyond, however, today’s emissions 
choices would generate starkly different climate futures; the lower the emissions, the smaller the climatic 
changes and resulting impacts.150,359 By late this century, under a higher emissions scenario91: 

Winters in the Northeast are projected to be much shorter with fewer cold days and more precipitation. • 
The length of the winter snow season would be cut in half across northern New York, Vermont, New • 
Hampshire, and Maine, and reduced to a week or two in southern parts of the region. 
Cities that today experience few days above 100°F each summer would average 20 such days per sum-• 
mer, while certain cities, such as Hartford and Philadelphia, would average nearly 30 days over 100°F. 
Short-term (one- to three-month) droughts are projected to occur as frequently as once each summer in • 
the Catskill and Adirondack Mountains, and across the New England states.
Hot summer conditions would arrive three weeks earlier and last three weeks longer into the fall. • 
Sea level in this region is projected to rise more than the global average, see • Global and National Cli-
mate Change and Coasts sections for more information on sea-level rise (pages 25, 37, 150). 

Climate on the Move:
Changing Summers in New Hampshire

Yellow arrows track what summers are 
projected to feel like under a lower emis-
sions scenario,91 while red arrows track 
projections for a higher emissions scenario91 
(referred to as “even higher” on page 23). 
For example, under the higher emission 
scenario,91 by late this century residents of 
New Hampshire would experience a sum-
mer climate more like what occurs today in 
North Carolina.359 

Hayhoe et al.359  Fig. from Frumhoff et al.234
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Extreme heat and declining air 
quality are likely to pose increasing 
problems for human health, 
especially in urban areas.

Heat waves, which are currently rare in the 
region, are projected to become much more 
commonplace in a warmer future, with 
major implications for human health (see 
Human Health sector).163,68 

In addition to the physiological stresses as-
sociated with hotter days and nights,360 for 
cities that now experience ozone pollution 
problems, the number of days that fail to 
meet federal air quality standards is pro-
jected to increase with rising temperatures 
if there are no additional controls on ozone-
causing pollutants163,361 (see Human Health 
sector). Sharp reductions in emissions  
will be needed to keep ozone within  
existing standards.

Projected changes in summer heat (see figure 
below) provide a clear sense of how different the 
climate of the Northeast is projected to be under 
lower versus higher emissions scenarios. Changes 
of this kind will require greater use of air condi-
tioning (see Energy sector). 

Agricultural production, including dairy, 
fruit, and maple syrup, are likely to  
be adversely affected as favorable 
climates shift.

Large portions of the Northeast are likely to be-
come unsuitable for growing popular varieties of 
apples, blueberries, and cranberries under a higher 
emissions scenario.91,362,363 Climate conditions suit-
able for maple/beech/birch forests are projected to 
shift dramatically northward (see figure above), 
eventually leaving only a small portion of the 
Northeast with a maple sugar business.364

The dairy industry is the most important agricul-
tural sector in this region, with annual production 
worth $3.6 billion.365 Heat stress in dairy cows 
depresses both milk production and birth rates 
for periods of weeks to months.193,366 By late this 
century, all but the northern parts of Maine, New 
Hampshire, New York, and Vermont are projected 
to suffer declines in July milk production under the 
higher emissions scenario. In parts of Connecticut, 
Massachusetts, New Jersey, New York, and Penn-
sylvania, a large decline in milk production, up to 
20 percent or greater, is projected. Under the lower 
emissions scenario, however, reductions in milk 
production of up to 10 percent remain confined 
primarily to the southern parts of the region. 

Projected Days per Year over 90°F in Boston 

The graph shows model projections of the number of summer days 
with temperatures over 90°F in Boston, Massachusetts, under lower 
and higher (referred to as “even higher” on page 23) emissions sce-
narios.91 The inset shows projected days over 100°F.359

Hayhoe et al.359

Projected Shifts in Tree Species

Much of the Northeast’s forest is composed of the hardwoods maple, 
beech, and birch, while mountain areas and more northern parts of the 
region are dominated by spruce/fir forests. As climate changes over 
this century, suitable habitat for spruce and fir is expected to contract 
dramatically. Suitable maple/beech/birch habitat is projected to shift 
significantly northward under a higher emissions scenario (referred 
to as “even higher” on page 23),91 but to shift far less under a lower 
emissions scenario.91,363 Other studies of tree species shifts suggest even 
more dramatic changes than those shown here (see page 81).

Adapted from Iverson et al.364
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This analysis used average 
monthly temperature and hu-
midity data that do not capture 
daily variations in heat stress 
and projected increases in ex-
treme heat. Nor did the analy-
sis directly consider farmer 
responses, such as installation 
of potentially costly cooling sys-
tems. On balance, these projec-
tions are likely to underestimate 
impacts on the dairy industry.150

Severe flooding due to 
sea-level rise and heavy 
downpours is likely to 
occur more frequently.

The densely populated coasts 
of the Northeast face substan-
tial increases in the extent 
and frequency of storm surge, 
coastal flooding, erosion, 
property damage, and loss of 
wetlands.367,369 New York state alone has more than $2.3 trillion in insured coastal property.368 Much of this 
coastline is exceptionally vulnerable to sea-level rise and related impacts. Some major insurers have with-
drawn coverage from thousands of homeowners in coastal areas of the Northeast, including New York City.

Rising sea level is projected to increase the frequency and severity of damaging storm surges and flooding. 
Under a higher emissions scenario,91 what is now considered a once-in-a-century coastal flood in New York 
City is projected to occur at least twice as often by mid-century, and 10 times as often (or once per decade 

Increased Flood Risk in New York City

The light blue area above depicts today’s FEMA 100-year flood zone for the city (the area of the 
city that is expected to be flooded once every 100 years). With rising sea levels, a 100-year flood 
at the end of this century (not mapped here) is projected to inundate a far larger area of New 
York City, especially under the higher emissions scenario.91 Critical transportation infrastructure 
located in the Battery area of lower Manhattan could be flooded far more frequently unless 
protected. The increased likelihood of flooding is causing planners to look into building storm-
surge barriers in New York Harbor to protect downtown New York City. 234,370,371 

Kirshen et al.369; Fig. from Frumhoff et al.234

Adaptation:   Raising a Sewage Treatment Plant in Boston

Boston’s Deer Island sewage treatment plant was designed and 
built taking future sea-level rise into consideration. Because 
the level of the plant relative to the level of the ocean at the 
outfall is critical to the amount of rainwater and sewage that 
can be treated, the plant was built 1.9 feet higher than it would 
otherwise have been to accommodate the amount of sea-level 
rise projected to occur by 2050, the planned life of the facility. 

The planners recognized that the future would be different from 
the past and they decided to plan for the future based on the 
best available information. They assessed what could be easily and 
inexpensively changed at a later date versus those things that would be more difficult and expensive 
to change later. For example, increasing the plant’s height would be less costly to incorporate in the 
original design, while protective barriers could be added at a later date, as needed, at a relatively 
small cost.
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on average) by late this century. With a lower emis-
sions scenario,91 today’s 100-year flood is projected 
to occur once every 22 years on average by late  
this century.369 

The projected reduction in snow cover 
will adversely affect winter recreation 
and the industries that rely upon it. 

Winter snow and ice sports, which contribute some 
$7.6 billion annually to the regional economy, 
will be particularly affected by warming.342 Of 
this total, alpine skiing and other snow sports (not 
including snowmobiling) account for $4.6 billion 
annually. Snowmobiling, which now rivals skiing 
as the largest winter recreation industry in the na-
tion, accounts for the remaining $3 billion.372 Other 
winter traditions, ranging from skating and ice 
fishing on frozen ponds and lakes, to cross-country 
(Nordic) skiing, snowshoeing, and dog sledding, 
are integral to the character of the Northeast, and 
for many residents and visitors, its desirable quality 
of life.

Warmer winters will shorten the average ski and 
snowboard seasons, increase artificial snowmak-
ing requirements, and drive up operating costs. 
While snowmaking can enhance the prospects for 
ski resort success, it requires a great deal of water 
and energy, as well as very cold nights, which are 
becoming less frequent. Without the opportunity 

to benefit from snowmaking, the prospects for the 
snowmobiling industry are even worse. Most of the 
region is likely to have a marginal or non-existent 
snowmobile season by mid-century. 

The center of lobster fisheries is 
projected to continue its northward 
shift and the cod fishery on Georges 
Bank is likely to be diminished. 

Lobster catch has increased dramatically in the 
Northeast as a whole over the past three decades, 
though not uniformly.374,375 Catches in the south-
ern part of the region peaked in the mid-1990s, 
and have since declined sharply, beginning with 
a 1997 die-off in Rhode Island and Buzzards 
Bay (Massachusetts) associated with the onset of 
a temperature-sensitive bacterial shell disease, 
and accelerated by a 1999 lobster die-off in Long 
Island Sound. Currently, the southern extent of the 
commercial lobster harvest appears to be limited 
by this temperature-sensitive shell disease, and 
these effects are expected to increase as near-shore 
water temperatures rise above the threshold for 
this disease. Analyses also suggest that lobster 
survival and settlement in northern regions of the 
Gulf of Maine could be increased by warming 
water, a longer growing season, more rapid growth, 
an earlier hatching season, an increase in nursery 
grounds suitable for larvae, and faster development 
of plankton.376

Cod populations throughout the North Atlantic 
are adapted to a wide range of seasonal ocean 
temperatures, including average annual tem-
peratures near the seafloor ranging from 36 to 
54°F. Large populations of cod are generally 
not found above the 54°F threshold.377 Tem-
perature also influences both the location and 
timing of spawning, which in turn affects the 
subsequent growth and survival of young cod. 
Increases in average annual bottom tempera-
tures above 47°F lead to a decline in growth 
and survival.378,379 Projections of warming indi-
cate that both the 47°F and the 54°F thresholds 
will be met or exceeded in this century under 
a higher emissions scenario.234 Climate change 
will thus introduce an additional stress to an 
already-stressed fishery.377

Ski Areas at Risk 
under Higher Emissions Scenario91

The ski resorts in the Northeast have three climate-related criteria that 
need to be met for them to remain viable: the average length of the ski 
season must be at least 100 days; there must be a good probability of being 
open during the lucrative winter holiday week between Christmas and the 
New Year; and there must be enough nights that are sufficiently cold to 
enable snowmaking operations. By these standards, only one area in the 
region (not surprisingly, the one located farthest north) is projected to be 
able to support viable ski resorts by the end of this century under a higher 
emissions scenario (referred to as “even higher” on page 23).91,373

Scott et al.342; Fig. from Frumhoff et al.234



Midwest

PB 111

Global Climate Change Impacts in the United States Regional Climate Impacts: Southeast

Southeast
The climate of the Southeast is uniquely warm 
and wet, with mild winters and high humidity, 
compared with the rest of the continental United 
States. The average annual temperature of the 
Southeast did not change significantly over the 
past century as a whole. Since 1970, however, 
annual average temperature has risen about 2°F, 
with the greatest seasonal increase in tempera-
ture occurring during the winter months. The 
number of freezing days in the Southeast has 
declined by four to seven days per year for most 
of the region since the mid-1970s. 

Average autumn precipitation has increased 
by 30 percent for the region since 1901. The 
decline in fall precipitation in South Florida 
contrasts strongly with the regional average. 
There has been an increase in heavy downpours 
in many parts of the region,380,381 while the 
percentage of the region experiencing moder-
ate to severe drought increased over the past 
three decades. The area of moderate to severe 
spring and summer drought has increased by 12 
percent and 14 percent, respectively, since the mid-
1970s. Even in the fall months, when precipitation 
tended to increase in most of the region, the extent 
of drought increased by 9 percent.

Climate models project continued warming in all 
seasons across the Southeast and an increase in 
the rate of warming through the end of this cen-
tury. The projected rates 
of warming are more than 
double those experienced 
in the Southeast since 1975, 
with the greatest tempera-
ture increases projected 
to occur in the summer 
months. The number of very 
hot days is projected to rise 
at a greater rate than the av-
erage temperature. Under a 
lower emissions scenario,91 

average temperatures in the region are projected 
to rise by about 4.5°F by the 2080s, while a higher 
emissions scenario91 yields about 9°F of average 
warming (with about a 10.5°F increase in summer, 
and a much higher heat index). Spring and sum-
mer rainfall is projected to decline in South Florida 
during this century. Except for indications that 
the amount of rainfall from individual hurricanes 
will increase,68 climate models provide divergent 

Average Change in Temperature and Precipitation in the Southeast

Temperature Change in °F Precipitation change in %
1901-2008 1970-2008 1901-2008 1970-2008

Annual 0.3 1.6 Annual 6.0 -7.7
Winter 0.2 2.7 Winter 1.2 -9.6
Spring 0.4 1.2 Spring 1.7 -29.2
Summer 0.4 1.6 Summer -4.0 3.6
Fall 0.2 1.1 Fall 27.4 0.1

Observed temperature and precipitation changes in the Southeast are summarized above for two 
different periods.383 Southeast average temperature declined from 1901 to 1970 and then increased 
strongly since 1970.

Observed Changes in Precipitation  
1901 to 2007

While average fall precipitation in the Southeast increased by 30 percent since 
the early 1900s, summer and winter precipitation declined by nearly 10 percent 
in the eastern part of the region. Southern Florida has experienced a nearly 
10 percent drop in precipitation in spring, summer, and fall. The percentage 
of the Southeast region in drought has increased over recent decades.

NOAA/NCDC382
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results for future precipitation for the remainder of 
the Southeast. Models project that Gulf Coast states 
will tend to have less rainfall in winter and spring, 
compared with the more northern states in the region 
(see map on page 31 in the National Climate Change 
section). Because higher temperatures lead to more 
evaporation of moisture from soils and water loss 
from plants, the frequency, duration, and intensity of 
droughts are likely to continue to increase. 

The destructive potential of Atlantic hurricanes has 
increased since 1970, correlated with an increase in 
sea surface temperature. A similar relationship with 
the frequency of landfalling hurricanes has not been 
established98,384-387 (see National Climate Change sec-
tion for a discussion of past trends and future projec-
tions). An increase in average summer wave heights 
along the U.S. Atlantic coastline since 1975 has been 
attributed to a progressive increase in hurricane 
power.112,388 The intensity of Atlantic hurricanes is 
likely to increase during this century with higher 
peak wind speeds, rainfall intensity, and storm surge 
height and strength.90,112 Even with no increase in 
hurricane intensity, coastal inundation and shoreline 
retreat would increase as sea-level rise accelerates, 
which is one of the most certain and most costly con-
sequences of a warming climate.164

Change in Freezing Days per Year
1976 to 2007

Since the mid-1970s, the number of days per year in which the 
temperature falls below freezing has declined by four to seven days over 
much of the Southeast. Some areas, such as western Louisiana, have 
experienced more than 20 fewer freezing days. Climate models project 
continued warming across the region, with the greatest increases in 
temperature expected in summer, and the number of very hot days 
increasing at a greater rate than the average temperature. 

NOAA/NCDC389

Number of Days per Year with Peak Temperature over 90°F

The number of days per year with peak temperature over 90ºF is expected to rise significantly, especially under a higher 
emissions scenario91 as shown in the map above. By the end of the century, projections indicate that North Florida will 
have more than 165 days (nearly six months) per year over 90ºF, up from roughly 60 days in the 1960s and 1970s. The 
increase in very hot days will have consequences for human health, drought, and wildfires.

CMIP3-B117
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Projected increases in air and water 
temperatures will cause heat-related 
stresses for people, plants, and animals.

The warming projected for the Southeast during 
the next 50 to 100 years will create heat-related 
stress for people, agricultural crops, livestock, 
trees, transportation and other infrastructure, fish, 
and wildlife. The average temperature change is 
not as important for all of these sectors and natu-
ral systems as the projected increase in maximum 
and minimum temperatures. Examples of potential 
impacts include:

Increased illness and death due to greater • 
summer heat stress, unless effective adaptation 
measures are implemented.164

Decline in forest growth and agricultural crop • 
production due to the combined effects of ther-
mal stress and declining soil moisture.390

Increased buckling of pavement and • 
railways.217,222

Decline in dissolved oxygen in stream, lakes, • 
and shallow aquatic habitats leading to fish 
kills and loss of aquatic species diversity.
Decline in production of cattle and other • 
rangeland livestock.391 Significant impacts on 
beef cattle occur at continuous temperatures 
in the 90 to 100°F range, increasing in danger 
as the humidity level increases (see Agricul-
ture sector).391 Poultry and swine are primarily 
raised in indoor operations, so warming would 
increase energy requirements.193 

 
A reduction in very cold days is likely to reduce 
the loss of human life due to cold-related stress, 
while heat stress and related deaths in the sum-
mer months are likely to increase. The reduction 
in cold-related deaths is not expected to offset the 
increase in heat-related deaths (see Human Health 
sector). Other effects of the projected increases in 
temperature include more frequent outbreaks of 
shellfish-borne diseases in coastal waters, altered 
distribution of native plants and animals, local 
loss of many threatened and endangered species, 
displacement of native species by invasive species, 
and more frequent and intense wildfires.

Decreased water availability is very 
likely to affect the region’s economy as 
well as its natural systems.

Decreased water availability due to increased 
temperature and longer periods of time between 
rainfall events, coupled with an increase in societal 
demand is very likely to affect many sectors of the 
Southeast’s economy. The amount and timing of 
water available to natural systems is also affected 
by climate change, as well as by human response 
strategies such as increasing storage capacity 
(dams)142 and increasing acreage of irrigated crop-
land.392 The 2007 water shortage in the Atlanta re-
gion created serious conflicts between three states, 
the U.S. Army Corps of Engineers (which operates 
the dam at Lake Lanier), and the U.S. Fish and 
Wildlife Service, which is charged with protecting 
endangered species. As humans seek to adapt to 
climate change by manipulating water resources, 
streamflow and biological diversity are likely to be 
reduced.142 During droughts, recharge of ground-
water will decline as the temperature and spacing 
between rainfall events increase. Responding by 
increasing groundwater pumping will further stress 
or deplete aquifers and place increasing strain on 
surface water resources. Increasing evaporation 
and plant water loss rates alter the balance of runoff 
and groundwater recharge, which is likely to lead 
to saltwater intrusion into shallow aquifers in many 
parts of the Southeast.142

In Atlanta and Athens, Georgia, 2007 was the second driest year on 
record. Among the numerous effects of the rainfall shortage were 
restrictions on water use in some cities and low water levels in area 
lakes. In the photo, a dock lies on dry land near Aqualand Marina on 
Lake Lanier (located northeast of Atlanta) in December 2007.



U.S. Global Change Research Program

114 115

Global Climate Change Impacts in the United States Regional Climate Impacts: Southeast

114 115

Global Climate Change Impacts in the United States Regional Climate Impacts: Southeast

soil moisture and runoff to the coast are likely to 
be more variable. The salinity of estuaries, coastal 
wetlands, and tidal rivers is likely to increase in the 
southeastern coastal zone, thereby altering coastal 
ecosystems and displacing them farther inland if no 
barriers exist. More frequent storm surge flooding 
and permanent inundation of coastal ecosystems 
and communities is likely in some low-lying areas, 
particularly along the central Gulf Coast where the 
land surface is sinking.393,394 Rapid acceleration in 
the rate of increase in sea-level rise could threaten 
a large portion of the Southeast coastal zone. The 
likelihood of a catastrophic increase in the rate of 
sea-level rise is dependent upon ice sheet response 
to warming, which is the subject of much scientific 
uncertainty (see Global Climate Change section).90 
Such rapid rise in sea level is likely to result in the 
destruction of barrier islands and wetlands.257,390

Land Lost During 2005 Hurricanes

In 2005, 217 square miles of land and wetlands were lost to open water during hurricanes Rita and Katrina. The photos and 
maps show the Chandeleur Islands, east of New Orleans, before and after the 2005 hurricanes; 85 percent of the islands’ 
above-water land mass was eliminated.

USGS

USGS395

Sea-level rise and the likely increase in 
hurricane intensity and associated storm 
surge will be among the most serious 
consequences of climate change.

An increase in average sea level of up to 2 feet or 
more and the likelihood of increased hurricane 
intensity and associated storm surge are likely to 
be among the most costly consequences of cli-
mate change for this region (see National Climate 
Change section). As sea level rises, coastal shore-
lines will retreat. Wetlands will be inundated and 
eroded away, and low-lying areas including some 
communities will be inundated more frequently – 
some permanently – by the advancing sea. Current 
buildings and infrastructure were not designed 
to withstand the intensity of the projected storm 
surge, which would cause catastrophic damage. As 
temperature increases and rainfall patterns change, 
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Compared to the present coastal situation, for 
which vulnerability is quite high, an increase in 
hurricane intensity will further affect low-lying 
coastal ecosystems and coastal communi-
ties along the Gulf and South Atlantic coastal 
margin. An increase in intensity is very likely 
to increase inland and coastal flooding, coastal 
erosion rates, wind damage to coastal forests, 
and wetland loss. Major hurricanes also pose 
a severe risk to people, personal property, and 
public infrastructure in the Southeast, and this 
risk is likely to be exacerbated.393,394 Hurricanes 
have their greatest impact at the coastal mar-
gin where they make landfall, causing storm 
surge, severe beach erosion, inland flooding, 
and wind-related casualties for both cultural 
and natural resources. Some of these impacts 
extend farther inland, affecting larger areas. 
Recent examples of societal vulnerability to 
severe hurricanes include Katrina and Rita in 
2005, which were responsible for the loss of 
more than 1,800 lives and the net loss of 217 
square miles of low-lying coastal marshes and 
barrier islands in southern Louisiana.390,396

Ecological thresholds are expected to be crossed 
throughout the region, causing major disruptions 
to ecosystems and to the benefits they provide  
to people.

Ecological systems provide numerous important services 
that have high economic and cultural value in the Southeast. 
Ecological effects cascade among both living and physical 
systems, as illustrated in the following examples of ecologi-
cal disturbances that result in abrupt responses, as opposed to 
gradual and proportional responses to warming:

The sudden loss of coastal landforms that serve as a storm-• 
surge barrier for natural resources and as a homeland for 
coastal communities (such as in a major hurricane).254,390

An increase in sea level can have no apparent effect until • 
an elevation is reached that allows widespread, rapid salt-
water intrusion into coastal forests and freshwater aqui-
fers.398

Lower soil moisture and higher temperatures leading to in-• 
tense wildfires or pest outbreaks (such as the southern pine 
beetle) in southeastern forests;399 intense droughts leading 
to the drying of lakes, ponds, and wetlands; and the local 
or global extinction of riparian and aquatic species.142 Flooding damage in Louisiana due to Hurricane Katrina

Ocean surface temperature during the peak hurricane season, August through 
October, in the main development region for Atlantic hurricanes.397 Higher 
sea surface temperatures in this region of the ocean have been associated 
with more intense hurricanes. As ocean temperatures continue to increase 
in the future, it is likely that hurricane rainfall and wind speeds will increase in 
response to human-caused warming (see National Climate Change section).68

Sea Surface Temperature 
Atlantic Hurricane Main Development Region

August through October, 1900 to 2008

NOAA/NCDC397
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population of Florida more than doubled during 
the past three decades, and growth rates in most 
other southeastern states were in the range of 45 to 
75 percent (see population map, page 55). Future 
population growth and the quality of life for exist-
ing residents is likely to be affected by the many 
challenges associated with climate change, such as 
reduced insurance availability, increased insurance 
cost, and increases in water scarcity, sea-level rise, 
extreme weather events, and heat stress. Some of 
these problems, such as increasing heat and declin-
ing air quality, will be especially acute in cities.

Three different types of adaptation to sea-level rise are available for low-lying coastal areas.173,269 One 
is to move buildings and infrastructure farther inland to get out of the way of the rising sea. Another 
is to accommodate rising water through changes in building design and construction, such as elevating 
buildings on stilts. Flood insurance programs even require this in some areas with high probabilities 
of floods. The third adaptation option is to try to protect existing development by building levees 
and river flood control structures. This option is being pursued in some highly vulnerable areas of the 
Gulf and South Atlantic coasts. Flood control structures can be designed to be effective in the face 
of higher sea level and storm surge. 
Some hurricane levees and floodwalls 
were not just replaced after Hurricane 
Katrina, they were redesigned to 
withstand higher storm surge and  
wave action.401 

The costs and environmental impacts 
of building such structures can be 
significant. Furthermore, building 
levees can actually increase future 
risks.269 This is sometimes referred 
to as the levee effect or the safe-
development paradox. Levees that 
provide protection from, for example, 
the storm surge from a Category 
3 hurricane, increase real and 
perceived safety and thereby lead to 
increased development. This increased 
development means there will be greater damage if and when the storm surge from a Category 5 
hurricane tops the levee than there would have been if no levee had been constructed.252

In addition to levees, enhancement of key highways used as hurricane evacuation routes and 
improved hurricane evacuation planning is a common adaptation underway in all Gulf Coast states.217 
Other protection options that are being practiced along low-lying coasts include the enhancement 
and protection of natural features such as forested wetlands, saltmarshes, and barrier islands.390

Recent upgrades that raised the height of this earthen levee increased 
protection against storm surge in the New Orleans area.

Adaptation:   Reducing Exposure to Flooding and Storm Surge

A precipitous decline of wetland-dependent • 
coastal fish and shellfish populations due to the 
rapid loss of coastal marsh.400

Quality of life will be affected by 
increasing heat stress, water scarcity, 
severe weather events, and reduced 
availability of insurance for  
at-risk properties.

Over the past century, the southeastern “sunbelt” 
has attracted people, industry, and investment. The 
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Midwest
The Midwest’s climate is shaped by the presence of the 
Great Lakes and the region’s location in the middle of the 
North American continent. This location, far from the 
temperature-moderating effects of the oceans, contributes 
to large seasonal swings in air temperature from hot, humid 
summers to cold winters. In recent decades, a noticeable in-
crease in average temperatures in the Midwest has been ob-
served, despite the strong year-to-year variations. The largest 
increase has been measured in winter, extending the length 
of the frost-free or growing season by more than one week, 
mainly due to earlier dates for the last spring frost. Heavy 
downpours are now twice as frequent as they were a century 
ago. Both summer and winter precipitation have been above 
average for the last three decades, the wettest period in a 
century. The Midwest has experienced two record-breaking 
floods in the past 15 years.213 There has also been a decrease 
in lake ice, including on the Great Lakes. Since the 1980s, 
large heat waves have been more frequent in the Midwest 
than any time in the last century, other than the Dust Bowl 
years of the 1930s.112,283,402-404

During the summer, public health and quality 
of life, especially in cities, will be negatively 
affected by increasing heat waves, reduced air 
quality, and insect and waterborne diseases. In 
the winter, warming will have mixed impacts. 

Heat waves that are more frequent, more severe, and longer 
lasting are projected. The frequency of hot days and the 
length of the heat-wave season both will be more than twice 
as great under the higher emissions scenario91 compared to 
the lower emissions scenario.91,283, 402,403,405 Events such as 
the Chicago heat wave of 1995, which resulted in over 700 
deaths, will become more common. Under the lower emis-
sions scenario,91 such a heat wave is projected to occur every 
other year in Chicago by the end of the century, while under 
the higher emissions scenario,91 there would be about three 
such heat waves per year. Even more severe heat waves, such 
as the one that claimed tens of thousands of lives in Europe in 2003, are projected to become 
more frequent in a warmer world, occurring as often as every other year in the Midwest by the 
end of this century under the higher emissions scenario.91,283,403,406 Some health impacts can be 
reduced by better preparation for such events.288

Climate on the Move:
Changing Summers in the Midwest

Model projections of summer average temperature and 
precipitation changes in Illinois and Michigan for mid-
century (2040-2059), and end-of-century (2080-2099), 
indicate that summers in these states are expected to feel 
progressively more like summers currently experienced 
in states south and west. Both states are projected to get 
considerably warmer and have less summer precipitation.

Hayhoe et al.283
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During heat waves, high electricity demand combines with 
climate-related limitations on energy production capabili-
ties (see Energy Supply and Use sector), increasing the like-
lihood of electricity shortages and resulting in brownouts or 
even blackouts. This combination can leave people without 
air conditioning and ventilation when they need it most, as 
occurred during the 1995 Chicago/Milwaukee heat wave. In 
general, electricity demand for air conditioning is projected 
to significantly increase in summer. Improved energy plan-
ning could reduce electricity disruptions.

The urban heat island effect can further add to high local 
daytime and nighttime temperatures (see Human Health 
sector). Heat waves take a greater toll in illness and death 
when there is little relief from the heat at night. 

Another health-related issue arises from the fact that 
climate change can affect air quality. A warmer climate 
generally means more ground-level ozone (a component of 
smog), which can cause respiratory problems, especially for 
those who are young, old, or have asthma or allergies. Un-
less the emissions of pollutants that lead to ozone formation 
are reduced significantly, there will be more ground-level 
ozone as a result of the projected climate changes in the 
Midwest due to increased air temperatures, more stagnant 
air, and increased emissions from vegetation.283,291,402,403,408-410

Insects such as ticks and mosquitoes that carry diseases will survive winters more easily and produce larger  
populations in a warmer Midwest.283,402,403 One potential risk is an increasing incidence of diseases such as West Nile 

Number of 1995-like Chicago Heat Waves

Over the last three decades of this century, heat waves 
like the one that occurred in Chicago in 1995 are projected 
to occur about once every three years under the lower 
emissions scenario.91 Under the even higher emissions 
scenario, such events are projected to occur an average of 
nearly three times a year. In this analysis, heat waves were 
defined as at least one week of daily maximum temperatures 
greater than 90°F and nighttime minimum temperatures 
greater than 70°F, with at least two consecutive days 
with daily temperatures greater than 100°F and nighttime 
temperatures greater than 80°F.

 Hayhoe et al.407

Efforts to reduce urban heat island effects become even more important 
in a warming climate. The City of Chicago has produced a map of urban 
hotspots to use as a planning tool to target areas that could most benefit 

from heat-island reduction initiatives such as 
reflective or green roofing, and tree planting. 
Created using satellite images of daytime 
and nighttime temperatures, the map 
shows the hottest 10 percent of both day 
and night temperatures in red, and the 
hottest 10 percent of either day or night 
in orange.

The City is working to reduce urban 
heat buildup and the need for air 
conditioning by using reflective roofing materials. This thermal 
image shows that the radiating temperature of the City Hall’s 
“green roof” – covered with soil and vegetation – is up to 77°F 
cooler than the nearby conventional roofs.411

Adaptation:  Chicago Tries to Cool the Urban Heat Island

“Green roofs” are cooler than the 
surrounding conventional roofs. 
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evaporation in winter, contributing to the decline. 
Under a lower emissions scenario,91 water levels 
in the Great Lakes are projected to fall no more 
than 1 foot by the end of the century, but under a 
higher emissions scenario,91 they are projected to 
fall between 1 and 2 feet.283 The greater the tem-

perature rise, the higher the likelihood 
of a larger decrease in lake levels.412 
Even a decrease of 1 foot, combined 
with normal fluctuations, can result in 
significant lengthening of the distance 
to the lakeshore in many places. There 
are also potential impacts on beaches, 
coastal ecosystems, dredging require-
ments, infrastructure, and shipping. 
For example, lower lake levels reduce 
“draft,” or the distance between the 
waterline and the bottom of a ship, 
which lessens a ship’s ability to carry 
freight. Large vessels, sized for pas-
sage through the St. Lawrence Sea-
way, lose up to 240 tons of capacity 
for each inch of draft lost.283,402,403,413 
These impacts will have costs, includ-
ing increased shipping, repair and 
maintenance costs, and lost recreation 
and tourism dollars.

virus. Waterborne diseases will present an increas-
ing risk to public health because many pathogens 
thrive in warmer conditions.163

In winter, oil and gas demand for heating will 
decline. Warming will also decrease the number of 
days with snow on the ground, which is expected 
to improve traffic safety.222 On the other hand, 
warming will decrease outdoor winter recreational 
opportunities such as skiing, snowmobiling, ice 
skating, and ice fishing.

Significant reductions in Great Lakes 
water levels, which are projected under 
higher emissions scenarios, lead to 
impacts on shipping, infrastructure, 
beaches, and ecosystems.

The Great Lakes are a natural resource of tre-
mendous significance, containing 20 percent of 
the planet’s fresh surface water and serving as the 
dominant feature of the industrial heartland of the 
nation. Higher temperatures will mean more evapo-
ration and hence a likely reduction in the Great 
Lakes water levels. Reduced lake ice increases 

Projected Changes in Great Lakes Levels
under Higher Emissions Scenario91

Average Great Lakes levels depend on the balance between precipitation (and 
corresponding runoff) in the Great Lakes Basin on one hand, and evaporation 
and outflow on the other. As a result, lower emissions scenarios91 with less 
warming show less reduction in lake levels than higher emissions scenarios.91 
Projected changes in lake levels are based on simulations by the NOAA Great 
Lakes model for projected climate changes under a higher emissions scenario.91

Hayhoe et al.283

Observed Changes in Great Lakes Ice Cover
Seasonal Maximum Coverage, 1973 to 2008

Reductions in winter ice cover lead to more evaporation, causing 
lake levels to drop even farther. While the graph indicates large year-
to-year variations, there is a clear decrease in the extent of Great 
Lakes ice coverage, as shown by the black trend line. 

 Updated from Assel414
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The likely increase in precipitation 
in winter and spring, more heavy 
downpours, and greater evaporation 
in summer would lead to more 
periods of both floods and  
water deficits.

Precipitation is projected to increase in win-
ter and spring, and to become more intense 
throughout the year. This pattern is expected 
to lead to more frequent flooding, increasing 
infrastructure damage, and impacts on human 
health. Such heavy downpours can overload 
drainage systems and water treatment facili-
ties, increasing the risk of waterborne diseases. 
Such an incident occurred in Milwaukee in 
1993 when the water supply was contaminated 
with the parasite Cryptosporidium, causing 
403,000 reported cases of gastrointestinal ill-
ness and 54 deaths.219 

In Chicago, rainfall of more than 2.5 inches 
per day is an approximate threshold beyond 
which combined water and sewer systems 
overflow into Lake Michigan (such events 
occurred 2.5 times per decade from 1961 to 
1990). This generally results in beach closures 
to reduce the risk of disease transmission. 
Rainfall above this threshold is projected to 
occur twice as often by the end of this century 
under the lower emissions scenario91 and three 

times as often under the higher emissions 
scenario.91,283,403 Similar increases are ex-
pected across the Midwest. 

More intense rainfall can lead to floods 
that cause significant impacts regionally 
and even nationally. For example, the Great 
Flood of 1993 caused catastrophic flood-
ing along 500 miles of the Mississippi and 
Missouri river systems, affecting one-
quarter of all U.S. freight (see Transporta-
tion sector).222,415-417 Another example was a 
record-breaking 24-hour rainstorm in July 
1996, which resulted in flash flooding in 
Chicago and its suburbs, causing extensive 
damage and disruptions, with some com-
muters not being able to reach Chicago for 

The Great Flood of 1993 caused flooding along 500 miles of the Mississippi 
and Missouri river systems. The photo shows the flood’s effects on U.S. 
Highway 54, just north of Jefferson City, Missouri.

Lower Water Levels in the Great Lakes

Reduced water levels in the Great Lakes will have interconnected 
impacts across many sectors, creating mismatches between water 
supply and demand, and necessitating trade-offs. Regions outside the 
Midwest will also be affected. For example, a reduction in hydropower 
potential would affect the Northeast, and a reduction in irrigation 
water would affect regions that depend on agricultural produce from 
the Midwest. 

Adapted from Field et al.164
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three days (see Transportation sector).222 There 
was also a record-breaking storm in August 2007. 
Increases in such events are likely to cause greater 
property damage, higher insurance rates, a heavier 
burden on emergency management, increased 
clean-up and rebuilding costs, and a growing finan-
cial toll on businesses, homeowners, and insurers.

In the summer, with increasing evaporation rates 
and longer periods between rainfalls, the likelihood 
of drought will increase and water levels in rivers, 
streams, and wetlands are likely to decline. Lower 
water levels also could create problems for river 
traffic, reminiscent of the stranding of more than 
4,000 barges on the Mississippi River during the 
1988 drought. Reduced summer water levels are 
also likely to reduce the recharge of groundwater, 
cause small streams to dry up (reducing native fish 
populations), and reduce the area of wetlands in  
the Midwest.

While the longer growing season 
provides the potential for increased crop 
yields, increases in heat waves, floods, 
droughts, insects, and weeds will present 
increasing challenges to managing crops, 
livestock, and forests.

The projected increase in winter and spring precipi-
tation and flooding is likely to delay planting and 
crop establishment. Longer growing seasons and 
increased carbon dioxide have positive effects on 
some crop yields, but this is likely to be counterbal-
anced in part by the negative effects of additional 
disease-causing pathogens, insect pests, and weeds 
(including invasive weeds).193 Livestock produc-
tion is expected to become more costly as higher 
temperatures stress livestock, decreasing productiv-
ity and increasing costs associated with the needed 
ventilation and cooling equipment.193

Plant winter hardiness zones (each zone represents 
a 10°F change in minimum temperature) in the 
Midwest are likely to shift one-half to one full zone 

Observed and Projected Changes in Plant Hardiness Zones

Plant winter hardiness zones in the Midwest have already changed significantly 
as shown above, and are projected to shift one-half to one full zone every 30 
years, affecting crop yields and where plant species can grow. By the end of this 
century, plants now associated with the Southeast are likely to become established 
throughout the Midwest. In the graphic, each zone represents a 10°F range in the 
lowest temperature of the year, with zone 3 representing –40 to –30°F and zone 
8 representing 10 to 20°F. © 2006 by Arbor Day Foundation ®418 

CMIP3-B117
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about every 30 years. By the end of the century, 
plants now associated with the Southeast are likely 
to become established throughout the Midwest. 

Impacts on forests are likely to be mixed, with the 
positive effects of higher carbon dioxide and nitro-
gen levels acting as fertilizers potentially negated 
by the negative effects of decreasing air quality.243 
In addition, more frequent droughts, and hence fire 
hazards, and an increase in destructive insect pests, 
such as gypsy moths, hinder plant growth. Insects, 
historically controlled by cold winters, more easily 
survive milder winters and produce larger popu-
lations in a warmer climate (see Agriculture and 
Ecosystems sectors).

Native species are very likely to face 
increasing threats from rapidly changing 
climate conditions, pests, diseases,  
and invasive species moving in from 
warmer regions.

As air temperatures increase, so will water tem-
peratures. In some lakes, this will lead to an earlier 
and longer period in summer during which mixing 
of the relatively warm surface lake water with the 
colder water below is reduced.564 In such cases, this 
stratification can cut off oxygen from bottom layers, 
increasing the risk of oxygen-poor or oxygen-free 
“dead zones” that kill fish and other living things. 
In lakes with contaminated sediment, warmer 
water and low-oxygen conditions can more readily 
mobilize mercury and other persistent pollutants.565 
In such cases, where these increasing quantities 
of contaminants are taken up in the aquatic food 
chain, there will be additional potential for health 
hazards for species that eat fish from the lakes, 
including people.566

Populations of coldwater fish, such as brook trout, 
lake trout, and whitefish, are expected to decline 
dramatically, while populations of coolwater fish 
such as muskie, and warmwater species such as 
smallmouth bass and bluegill, will take their place. 
Aquatic ecosystem disruptions are likely to be 
compounded by invasions by non-native species, 
which tend to thrive under a wide range of environ-
mental conditions. Native species, adapted to a nar-
rower range of conditions, are expected to decline. 

All major groups of animals, including birds, 
mammals, amphibians, reptiles, and insects, will 
be affected by impacts on local populations, and 
by competition from other species moving into the 
Midwest region.70 The potential for animals to shift 
their ranges to keep pace with the changing climate 
will be inhibited by major urban areas and the pres-
ence of the Great Lakes.
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The Great Plains is characterized by strong 
seasonal climate variations. Over thousands 
of years, records preserved in tree rings, 
sediments, and sand deposits provide 
evidence of recurring periods of extended 
drought (such as the Dust Bowl of the 1930s) 
alternating with wetter conditions.97,419 

Today, semi-arid conditions in the western 
Great Plains gradually transition to a moister 
climate in the eastern parts of the region. 
To the north, winter days in North Dakota 
average 25°F, while it is not unusual to have 
a West Texas winter day over 75°F. In West 
Texas, there are between 70 and 100 days per 
year over 90°F, whereas North Dakota has 
only 10 to 20 such days on average.

Significant trends in regional climate are 
apparent over the last few decades. Average 
temperatures have increased throughout the region, with the largest changes occurring in winter months and 
over the northern states. Relatively cold days are becoming less frequent and relatively hot days more frequent.420 
Precipitation has also increased over most of the area.149,421

Temperatures are projected to continue to increase over 
this century, with larger changes expected under scenarios 
of higher heat-trapping emissions as compared to lower 
heat-trapping emissions. Summer changes are projected to 
be larger than those in winter in the southern and central 
Great Plains.108 Precipitation is also projected to change, 
particularly in winter and spring. Conditions are anticipated 
to become wetter in the north and drier in the south.

Projected changes in long-term climate and more frequent 
extreme events such as heat waves, droughts, and heavy 
rainfall will affect many aspects of life in the Great Plains. 
These include the region’s already threatened water 
resources, essential agricultural and ranching activities, 
unique natural and protected areas, and the health and 
prosperity of its inhabitants.

Summer Temperature Change 
by 2080-2099

Temperatures in the Great Plains are projected to increase 
significantly by the end of this century, with the northern 
part of the region experiencing the greatest projected 
increase in temperature.

CMIP3-B117

Observed and Projected Temperature Rise

The average temperature in the Great Plains already has increased roughly 1.5°F 
relative to a 1960s and 1970s baseline. By the end of the century, temperatures 
are projected to continue to increase by 2.5°F to more than 13°F compared 
with the 1960 to 1979 baseline, depending on future emissions of heat-trapping 
gases. The brackets on the thermometers represent the likely range of model 
projections, though lower or higher outcomes are possible.

CMIP3-A93
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Projected increases in temperature, 
evaporation, and drought frequency add 
to concerns about the region’s declining 
water resources.

Water is the most important factor affecting activi-
ties on the Great Plains. Most of the water used 
in the Great Plains comes from the High Plains 
aquifer (sometimes referred to by the name of its 
largest formation, the Ogallala aquifer), which 
stretches from South Dakota to Texas. The aquifer 
holds both current recharge from precipitation and 
so-called “ancient” water, water trapped by silt and 
soil washed down from the Rocky Mountains dur-
ing the last ice age.

As population increased in the Great Plains and 
irrigation became widespread, annual water 
withdrawals began to outpace natural recharge.422 

Today, an average of 19 billion gallons of 
groundwater are pumped from the aquifer each 
day. This water irrigates 13 million acres of land 
and provides drinking water to over 80 percent 
of the region’s population.423 Since 1950, aquifer 
water levels have dropped an average of 13 feet, 
equivalent to a 9 percent decrease in aquifer 
storage. In heavily irrigated parts of Texas, 
Oklahoma, and Kansas, reductions are much larger, 
from 100 feet to over 250 feet.

Projections of increasing temperatures, faster 
evaporation rates, and more sustained droughts 
brought on by climate change will only add more 
stress to overtaxed water sources.149,253,424,425 Current 
water use on the Great Plains is unsustainable, 
as the High Plains aquifer continues to be tapped 
faster than the rate of recharge.

Groundwater Withdrawals for Irrigation
1950 to 2005

Water Level Changes in the High Plains Aquifer
1950 to 2005

McGuire422

Irrigation is one of the main factors stressing water resources in the Great Plains. In parts of the region, more than 81 trillion gallons 
of water (pink areas on the left hand map) were withdrawn for irrigation in Texas, Oklahoma, and Kansas from 1950 to 2005. During 
the same time period, water levels in parts of the High Plains aquifer in those states decreased by more than 150 feet (red areas on 
the right hand map).
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The Dust Bowl: Combined Effects of Land Use and Climate

Over the past century, large-scale conversion of 
grasslands to crops and ranchland has altered the 
natural environment of the Great Plains.149 Irrigated 
fields have increased evaporation rates, reducing 
summer temperatures, and increasing local 
precipitation.427,428

The Dust Bowl of the 1930s epitomizes what can 
happen as a result of interactions between climate 
and human activity. In the 1920s, increasing demand 
for food encouraged poor agricultural practices. 
Small-scale producers ploughed under native 
grasses to plant wheat, removing the protective 
cover the land required to retain its moisture. 

Variations in ocean temperature contributed to a slight increase in air temperatures, just enough to disrupt 
the winds that typically draw moisture from the south into the Great Plains. As the intensively tilled soils 
dried up, topsoil from an estimated 100 million acres of the Great Plains blew across the continent. 

The Dust Bowl dramatically demonstrated the potentially devastating effects of poor land-use practices 
combined with climate variability and change.429  Today, climate change is interacting with a different set of 
poor land-use practices. Water is being pumped from the Ogallala aquifer faster than it can recharge. In 
many areas, playa lakes are poorly managed (see page 127). Existing stresses on water resources in the Great 
Plains due to unsustainable water usage are likely to be exacerbated by future changes in temperature and 
precipitation, this time largely due to human-induced climate change.

Dust Bowl of 1935 in Stratford, Texas 

Northern areas of the Great Plains are projected to experience a 
wetter climate by the end of this century, while southern areas are 
projected to experience a drier climate. The change in precipitation 
is compared with a 1960-1979 baseline. Confidence in the projected 
changes is highest in the hatched areas.

Projected Spring Precipitation Change  
by 2080s-2090s

CMIP3-B117The Great Plains currently experiences a sharp 
precipitation gradient from east to west, from 
more than 50 inches of precipitation per year 
in eastern Oklahoma and Texas to less than 
10 inches in some of the western parts of  
the region.

Average Annual 
Observed Precipitation

1971-2000

PRISM426
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Agriculture, ranching, and natural 
lands, already under pressure due to an 
increasingly limited water supply, are 
very likely to also be stressed by  
rising temperatures.

Agricultural, range, and croplands cover more than 
70 percent of the Great Plains, producing wheat, 
hay, corn, barley, cattle, and cotton. Agriculture is 
fundamentally sensitive to climate. Heat and water 
stress from droughts and heat waves can decrease 
yields and wither crops.430,431 The influence of long-
term trends in temperature and precipitation can be 
just as great.431 

As temperatures increase over this century, optimal 
zones for growing particular crops will shift. Pests 
that were historically unable to survive in the 
Great Plains’ cooler areas are expected to spread 
northward. Milder winters and earlier springs 
also will encourage greater numbers and earlier 
emergence of insects.149 Rising carbon dioxide 
levels in the atmosphere can increase crop growth, 
but also make some types of weeds grow even 
faster (see Agriculture sector).432

Projected increases in precipitation are unlikely 
to be sufficient to offset decreasing soil moisture 
and water availability in the Great Plains due to 
rising temperatures and aquifer depletion. In some 
areas, there is not expected to be enough water for 
agriculture to sustain even current usage.

With limited water supply comes increased 
vulnerability of agriculture to climate change. 
Further stresses on water supply for agriculture and 
ranching are likely as the region’s cities continue 
to grow, increasing competition between urban and 
rural users.433 The largest impacts are expected in 
heavily irrigated areas in the southern Great Plains, 
already plagued by unsustainable water use and 
greater frequency of extreme heat.149

Successful adaptation will require diversification of 
crops and livestock, as well as transitions from ir-
rigated to rain-fed agriculture.434-436 Producers who 
can adapt to changing climate conditions are likely 
to see their businesses survive; some might even 
thrive. Others, without resources or ability to adapt 
effectively, will lose out.

Climate change is likely to affect native 
plant and animal species by altering key 
habitats such as the wetland ecosystems 
known as prairie potholes or playa lakes.

Ten percent of the Great Plains is protected lands, 
home to unique ecosystems and wildlife. The 
region is a haven for hunters and anglers, with its 
ample supplies of wild game such as moose, elk, 
and deer; birds such as goose, quail, and duck; and 
fish such as walleye and bass. 

Climate-driven changes are likely to combine 
with other human-induced stresses to further 
increase the vulnerability of natural ecosystems to 
pests, invasive species, and loss of native species. 
Changes in temperature and precipitation affect 
the composition and diversity of native animals 
and plants through altering their breeding patterns, 
water and food supply, and habitat availability.149 
In a changing climate, populations of some pests 
such as red fire ants and rodents, better adapted to 
a warmer climate, are projected to increase.437,438 
Grassland and plains birds, already besieged by 
habitat fragmentation, could experience significant 
shifts and reductions in their ranges.439 

Urban sprawl, agriculture, and ranching practices 
already threaten the Great Plains’ distinctive 
wetlands. Many 
of these are home 
to endangered and 
iconic species. 
In particular, 
prairie wetland 
ecosystems provide 
crucial habitat 
for migratory 
waterfowl and 
shorebirds.

Ongoing shifts in the region’s population 
from rural areas to urban centers 
will interact with a changing climate, 
resulting in a variety of consequences.

Inhabitants of the Great Plains include a rising 
number of urban dwellers, a long tradition of rural 
communities, and extensive Native American 

Mallard ducks are one of the many 
species that inhabit the playa lakes, 
also known as prairie potholes.
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Shallow ephemeral lakes dot the Great Plains, 
anomalies of water in the arid landscape. In the 
north they are known as prairie potholes; in the 
south, playa lakes. These lakes create unique 
microclimates that support diverse wildlife and 
plant communities. A playa can lie with little or 
no water for long periods, or have several wet/
dry cycles each year. When it rains, what ap-
peared to be only a few clumps of short,  
dry grasses just a few days earlier suddenly 
teems with frogs, toads, clam shrimp, and 
aquatic plants. 

The playas provide a perfect home for migrat-
ing birds to feed, mate, and raise their young. 
Millions of shorebirds and waterfowl, including Canada geese, mallard ducks, and Sandhill cranes, 
depend on the playas for their breeding grounds. From the prairie potholes of North Dakota to the 
playa lakes of West Texas, the abundance and diversity of native bird species directly depends on 
these lakes.440,441 

Despite their small size, playa lakes and prairie potholes also play a critical role in supplying water 
to the Great Plains. The contribution of the playa lakes to this sensitively balanced ecosystem needs 
to be monitored 
and maintained in 
order to avoid un-
foreseen impacts 
on our natural 
resources. Before 
cultivation, water 
from these lakes 
was the primary 
source of recharge 
to the High Plains 
aquifer.442 But 
many playas are 
disappearing and 
others are threat-
ened by growing 
urban populations, 
extensive agricul-
ture, and other 
filling and tilling 
practices.443 In 
recent years, agricultural demands have drawn down the playas to irrigate crops. Agricultural waste 
and fertilizer residues drain into playas, decreasing the quality of the water, or clogging them so the 
water cannot trickle down to refill the aquifer. Climate change is expected to add to these stresses, 
with increasing temperatures and changing rainfall patterns altering rates of evaporation, recharge, 
and runoff to the playa lake systems.444

Adapted from PLJV445

Playa lakes in west Texas fill up after a heavy spring rain.

Playa Lakes and Prairie Potholes
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populations. Although farming and ranching remain 
primary uses of the land – taking up much of the 
region’s geographical area – growing cities provide 
housing and jobs for more than two-thirds of the 
population. For everyone on the Great Plains, though, a 
changing climate and a limited water supply are likely 
to challenge their ability to thrive, leading to conflicting 
interests in the allocation of increasingly scarce water 
resources.313,433

Native American communities
The Great Plains region is home to 65 Native American 
tribes. Native populations on rural tribal lands have 
limited capacities to respond to climate change.313 Many 
reservations already face severe problems with water 
quantity and quality – problems likely to be exacerbated 
by climate change and other human-induced stresses. 

Rural communities
As young adults move out of small, rural communities, 
the towns are increasingly populated by a vulnerable 
demographic of very old and very young people, 
placing them more at risk for health issues than 
urban communities. Combined effects of changing 
demographics and climate are likely to make it more 
difficult to supply adequate and efficient public health 
services and educational opportunities to rural areas. 
Climate-driven shifts in optimal crop types and 
increased risk of drought, pests, and extreme events 
will add more economic stress and tension to traditional 
communities.430,433

Urban populations
Although the Great Plains is not yet known for large 
cities, many mid-sized towns throughout the region 

are growing rapidly. One in four of the most rapidly 
growing cities in the nation is located in the Great 
Plains446 (see Society sector). Most of these growing 
centers can be found in the southern parts of the 
region, where water resources are already seriously 
constrained. Urban populations, particularly the young, 
elderly, and economically disadvantaged, may also be 
disproportionately affected by heat.447

New opportunities
There is growing recognition that the enormous wind 
power potential of the Great Plains could provide new 
avenues for future employment and land use. Texas 
already produces the most wind power of any state. Wind 
energy production is also prominent in Oklahoma. North 
and South Dakota have rich wind potential.191 

As climate change creates new environmental conditions, 
effective adaptation strategies become increasingly es-
sential to ecological and socioeconomic survival. A great 
deal of the Great Plains’ adaptation potential might be 
realized through agriculture. For example, plant species 
that mature earlier and are more resistant to disease and 
pests are more likely to thrive under warmer conditions. 

Other emerging adaptation strategies include dynamic 
cropping systems and increased crop diversity. In partic-
ular, mixed cropping-livestock systems maximize avail-
able resources while minimizing the need for external 
inputs such as irrigation that draws down precious water 
supplies.436 In many parts of the region, diverse cropping 
systems and improved water use efficiency will be key to 
sustaining crop and rangeland systems.448 Reduced water 
supplies might cause some farmers to alter the intensive 
cropping systems currently in use.193,219 

Adaptation:  Agricultural Practices to Reduce Water Loss and Soil Erosion

Conservation of water is critical to efficient crop production in areas where water can be scarce. 
Following the Dust Bowl in the 1930s, Great Plains farmers implemented a number of improved 
farming practices to increase the effectiveness of rainfall capture and retention in the soil and 
protect the soil against water and wind erosion. Examples include rotating crops, retaining crop 
residues, increasing vegetative cover, and altering plowing techniques.

With observed and projected increases in summer temperatures and in the frequency and intensity of heavy downpours, 
it will become even more important to protect against increasing loss of water and soil. Across the upper Great Plains, 
where strong storms are projected to occur more frequently, producers are being encouraged to increase the amount of 
crop residue left on the soil or to plant cover crops in the fall to protect the soil in the spring before crops are planted.

Across the southern Great Plains, some farmers are returning to dryland farming rather than relying on irrigation for their 
crops. Preserving crop residue helps the soil absorb more moisture from rain and eases the burden on already-stressed 
groundwater. These efforts have been promoted by the U.S. Department of Agriculture through research and extension 
efforts such as Kansas State University’s Center for Sustainable Agriculture and Alternative Crops.
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The Southwest region stretches from the southern 
Rocky Mountains to the Pacific Coast. Elevations 
range from the lowest in the country to among the 
highest, with climates ranging from the driest to 
some of the wettest. Past climate records based 
on changes in Colorado River flows indicate that 
drought is a frequent feature of the Southwest, with 
some of the longest documented “megadroughts” 
on Earth. Since the 1940s, the region has experi-
enced its most rapid population and urban growth. 
During this time, there were both unusually wet 
periods (including much of 1980s and 1990s) and 
dry periods (including much of 1950s and 1960s).449 
The prospect of future droughts becoming more 
severe as a result of global warming is a significant 
concern, especially because the Southwest contin-
ues to lead the nation in population growth.

Human-induced climate change appears to be well 
underway in the Southwest. Recent warming is 
among the most rapid in the nation, significantly 
more than the global average in some areas. This is 
driving declines in spring snowpack and Colorado 

River flow.34,160,161 Projections suggest continued 
strong warming, with much larger increases under 
higher emissions scenarios91 compared to lower 
emissions scenarios. Projected summertime tem-
perature increases are greater than the annual aver-
age increases in some parts of the region, and are 
likely to be exacerbated locally by expanding urban 
heat island effects.450 Further water cycle changes 
are projected, which, combined with increasing 
temperatures, signal a serious water supply chal-
lenge in the decades and centuries ahead.34,159

Water supplies are projected to become 
increasingly scarce, calling for trade-offs 
among competing uses, and potentially 
leading to conflict.

Water is, quite literally, the lifeblood of the South-
west. The largest use of water in the region is 
associated with agriculture, including some of the 
nation’s most important crop-producing areas in 
California. Water is also an important source of 
hydroelectric power, and water is required for the 
large population growth in the region, particu-
larly that of major cities such as Phoenix and Las 
Vegas. Water also plays a critical role in supporting 
healthy ecosystems across the region, both on land 
and in rivers and lakes. 

Water supplies in some areas of the Southwest are 
already becoming limited, and this trend toward 
scarcity is likely to be a harbinger of future water 
shortages.34,451 Groundwater pumping is lower-
ing water tables, while rising temperatures reduce 
river flows in vital rivers including the Colorado.34 
Limitations imposed on water supply by projected 
temperature increases are likely to be made worse 
by substantial reductions in rain and snowfall in the 
spring months, when precipitation is most needed 
to fill reservoirs to meet summer demand.151

A warmer and drier future means extra care will 
be needed in planning the allocation of water for 

Observed and Projected Temperature Rise

The average temperature in the Southwest has already 
increased roughly 1.5°F compared to a 1960-1979 baseline 
period. By the end of the century, average annual temperature 
is projected to rise approximately 4°F to 10°F above the 
historical baseline, averaged over the Southwest region. The 
brackets on the thermometers represent the likely range 
of model projections, though lower or higher outcomes  
are possible.

CMIP3-A93
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the coming decades. The Colorado Compact, negotiated in the 1920s, allocated the Colorado River’s water 
among the seven basin states. It was based, however, on unrealistic assumptions about how much water was 
available because the observations of runoff during the early 1900s turned out to be part of the greatest and 

longest high-flow period of the last five cen-
turies.452 Today, even in normal decades, the 
Colorado River does not have enough water 
to meet the agreed-upon allocations. During 
droughts and under projected future condi-
tions, the situation looks even bleaker. 

During droughts, water designated for agricul-
ture could provide a temporary back-up sup-
ply for urban water needs. Similarly, non-re-
newable groundwater could be tapped during 
especially dry periods. Both of these options, 
however, come at the cost of either current or 
future agricultural production. 

Water is already a subject of contention in 
the Southwest, and climate change – coupled 
with rapid population growth – promises 
to increase the likelihood of water-related 

Droughts are a long-standing feature of the Southwest’s climate. The droughts of the last 110 years 
pale in comparison to some of the decades-long “megadroughts” that the region has experienced over 
the last 2000 years.419 During the closing decades of the 1500s, for example, major droughts gripped 
parts of the Southwest.189 These droughts sharply reduced the flow of the Colorado River452,453 and 
the all-important Sierra Nevada headwaters for California,454 and dried out the region as a whole. As 
of 2009, much of the Southwest remains in a drought that began around 1999. This event is the most 
severe western drought of the last 110 years, and is being exacerbated by record warming.455 

Over this century, projections point to an increasing probability of drought for the region.90,115 Many 
aspects of these projections, including a northward shift in winter and spring storm tracks, are 
consistent with observed trends over recent decades.96,456,457 Thus, the most likely future for the 
Southwest is a substantially drier one (although there is presently no consensus on how the region's 
summer monsoon [rainy season] might change in the future). Combined with the historical record of 

severe droughts and the current 
uncertainty regarding the exact 
causes and drivers of these past 
events, the Southwest must 
be prepared for droughts that 
could potentially result from 
multiple causes. The combined 
effects of natural climate 
variability and human-induced 
climate change could turn out 
to be a devastating “one-two 
punch” for the region.

After Meko et al.453

Colorado River flow has been reconstructed back over 1200 years based primarily on 
tree-ring data. These data reveal that some droughts in the past have been more severe 
and longer lasting than any experienced in the last 100 years. The red line indicates 
actual measurements of river flow during the last 100 years. Models indicate that, in 
the future, droughts will continue to occur, but will become hotter, and thus more 
severe, over time.90 

Future of Drought in the Southwest

Percentage change in March-April-May precipitation for 2080-2099 compared to 
1961-1979 for a lower emissions scenario91 (left) and a higher emissions scenario91 
(right). Confidence in the projected changes is highest in the hatched areas. 

Projected Change in Spring Precipitation, 2080-2099

CMIP3-B117
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conflict. Projected temperature increases, com-
bined with river-flow reductions, will increase the 
risk of water conflicts between sectors, states, and 
even nations. In recent years, negotiations regard-
ing existing water supplies have taken place among 
the seven states sharing the Colorado River and 
the two states (New Mexico and Texas) sharing the 
Rio Grande. Mexico and the United States already 
disagree on meeting their treaty allocations of Rio 
Grande and Colorado River water. 

In addition, many water settlements between the 
U.S. Government and Native American tribes have 
yet to be fully worked out. The Southwest is home 
to dozens of Native communities whose status as 
sovereign nations means they hold rights to the 
water for use on their land. However, the amount 
of water actually available to each nation is deter-
mined through negotiations and litigation. Increas-
ing water demand in the Southwest is driving 
current negotiations and litigation of tribal water 
rights. While several nations have legally settled 
their water rights, many other tribal negotiations 
are either currently underway or pending. Compet-
ing demands from treaty rights, rapid development, 
and changes in agriculture in the region, exacer-
bated by years of drought and climate change, have 
the potential to spark significant conflict over an 
already over-allocated and dwindling resource.

Increasing temperature, drought, 
wildfire, and invasive species will 
accelerate transformation of  
the landscape.

Climate change already appears to be influenc-
ing both natural and managed ecosystems of the 
Southwest.455,458 Future landscape impacts are likely 
to be substantial, threatening biodiversity, pro-
tected areas, and ranching and agricultural lands. 
These changes are often driven by multiple factors, 
including changes in temperature and drought pat-
terns, wildfire, invasive species, and pests.

Conditions observed in recent years can serve as 
indicators for future change. For example, tempera-
ture increases have made the current drought in 
the region more severe than the natural droughts of 
the last several centuries. As a result, about 4,600 

square miles of piñon-juniper woodland in the Four 
Corners region of the Southwest have experienced 
substantial die-off of piñon pine trees.455 Record 
wildfires are also being driven by rising tempera-
tures and related reductions in spring snowpack 
and soil moisture.458 

How climate change will affect fire in the South-
west varies according to location. In general, total 
area burned is projected to increase.459 How this 
plays out at individual locations, however, depends 
on regional changes in temperature and precipita-
tion, as well as on whether fire in the area is cur-
rently limited by fuel availability or by rainfall.460 
For example, fires in wetter, forested areas are 
expected to increase in frequency, while areas 
where fire is limited by the availability of fine fuels 
experience decreases.460 Climate changes could 
also create subtle shifts in fire behavior, allowing 
more “runaway fires” – fires that are thought to 
have been brought under control, but then rekin-
dle.461 The magnitude of fire damages, in terms of 
economic impacts as well as direct endangerment, 
also increases as urban development increasingly 
impinges on forested areas.460,462 

Climate-fire dynamics will also be affected by 
changes in the distribution of ecosystems across the 
Southwest. Increasing temperatures and shifting 
precipitation patterns will drive declines in high-
elevation ecosystems such as alpine forests and 
tundra.459,463 Under higher emissions scenarios,91 
high-elevation forests in California, for example, 
are projected to decline by 60 to 90 percent be-
fore the end of the century.284,459 At the same time, 
grasslands are projected to expand, another factor 
likely to increase fire risk. 

As temperatures rise, some iconic landscapes of 
the Southwest will be greatly altered as species 
shift their ranges northward and upward to cooler 
climates, and fires attack unaccustomed ecosys-
tems which lack natural defenses. The Sonoran 
Desert, for example, famous for the saguaro cactus, 
would look very different if more woody species 
spread northward from Mexico into areas currently 
dominated by succulents (such as cacti) or native 
grasses.464 The desert is already being invaded 
by red brome and buffle grasses that do well in 
high temperatures and are native to Africa and the 
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Mediterranean. Not only do these noxious weeds 
out-compete some native species in the Sonoran 
Desert, they also fuel hot, cactus-killing fires. With 
these invasive plant species and climate change, 
the Saguaro and Joshua Tree national parks could 
end up with far fewer of their namesake plants.465 
In California, two-thirds of the more than 5,500 na-
tive plant species are projected to experience range 
reductions up to 80 percent before the end of this 
century under projected warming.466 In their search 
for optimal conditions, some species will move 
uphill, others northward, breaking up present-day 

ecosystems; those species moving southward to 
higher elevations might cut off future migration op-
tions as temperatures continue to increase.

The potential for successful plant and animal 
adaptation to coming change is further hampered 
by existing regional threats such as human-caused 
fragmentation of the landscape, invasive species, 
river-flow reductions, and pollution. Given the 
mountainous nature of the Southwest, and the asso-
ciated impediments to species shifting their ranges, 
climate change likely places other species at risk. 
Some areas have already been identified as possible 
refuges where species at risk could continue to live 
if these areas were preserved for this purpose.466 
Other rapidly changing landscapes will require 
major adjustments, not only from plant and animal 
species, but also by the region’s ranchers, foresters, 
and other inhabitants.

Increased frequency and altered timing 
of flooding will increase risks to people, 
ecosystems, and infrastructure. 

Paradoxically, a warmer atmosphere and an in-
tensified water cycle are likely to mean not only 
a greater likelihood of drought for the Southwest, 
but also an increased risk of flooding. Winter 
precipitation in Arizona, for example, is already 

A Biodiversity Hotspot

The Southwest is home to two of the world’s 34 designated “biodiversity hotspots.” These at-risk 
regions have two special qualities: they hold unusually large numbers of plant and animal species 
that are endemic (found nowhere else), and they have already lost over 70 percent of their native 
vegetation.467,468 About half the world’s species of plants and land animals occur only in these 34 
locations, though they cover just 2.3 percent of the Earth’s land surface. 

One of these biodiversity hotspots is the Madrean Pine-Oak Woodlands. Once covering 178 square 
miles, only isolated patches remain in the United States, mainly on mountaintops in southern Arizona, 
New Mexico, and West Texas. The greatest diversity of pine species in the world grows in this area: 
44 of the 110 varieties,469 as well as more than 150 species of oak.470 Some 5,300 to 6,700 flowering 
plant species inhabit the ecosystem, and over 500 bird species, 23 of which are endemic. More 
hummingbirds are found here than anywhere else in the United States. There are 384 species of 
reptiles, 37 of which are endemic, and 328 species of mammals, six of which are endemic. There are 
84 fish species, 18 of which are endemic. Some 200 species of butterfly thrive here, of which 45 are 
endemic, including the Monarch that migrates 2,500 miles north to Canada each year.471 Ecotourism 
has become the economic driver in many parts of this region, but logging, land clearing for agriculture, 
urban development, and now climate change threaten the region’s viability.

Change in Population 
from 1970 to 2008

The map above of percentage changes in county population 
between 1970 and 2008 shows that the Southwest has 
experienced very rapid growth in recent decades (indicated 
in orange, red, and maroon).

U.S. Census207
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not sustainable under current practices; efforts are 
underway to identify and implement adaptation 
strategies aimed at reducing these risks.476 

Unique tourism and recreation 
opportunities are likely to suffer. 

Tourism and recreation are important aspects of 
the region’s economy. Increasing temperatures will 
affect important winter activities such as down-
hill and cross-country skiing, snowshoeing, and 
snowmobiling, which require snow on the ground. 
Projections indicate later snow and less snow cov-
erage in ski resort areas, particularly those at lower 
elevations and in the southern part of the region.284 
Decreases from 40 to almost 90 percent are likely 
in end-of-season snowpack under a higher emis-
sions scenario91 in counties with major ski resorts 
from New Mexico to California.477 In addition 
to shorter seasons, earlier wet snow avalanches 
– more than six weeks earlier by the end of this 
century under a higher emissions scenario91 – could 
force ski areas to shut down affected runs before 
the season would otherwise end.478 Resorts require 
a certain number of days just to break even; cutting 
the season short by even a few weeks, particularly 
if those occur during the lucrative holiday season, 
could easily render a resort unprofitable.

Even in non-winter months, ecosystem degradation 
will affect the quality of the experience for hikers, 
bikers, birders, and others who enjoy the South-
west’s natural beauty. Water sports that depend on 
the flows of rivers and sufficient water in lakes and 
reservoirs are already being affected, and much 
larger changes are expected. 

Cities and agriculture face increasing 
risks from a changing climate.

Resource use in the Southwest is involved in a 
constant three-way tug-of-war among preserving 
natural ecosystems, supplying the needs of rapidly 
expanding urban areas, and protecting the lucrative 
agricultural sector, which, particularly in Califor-
nia, is largely based on highly temperature- and 
water-sensitive specialty crops. Urban areas are 
also sensitive to temperature-related impacts on air 

becoming more variable, with a trend toward both 
more frequent extremely dry and extremely wet 
winters.472 Some water systems rely on smaller 
reservoirs being filled up each year. More frequent 
dry winters suggest an increased risk of these 
systems running short of water. However, a greater 
potential for flooding also means reservoirs cannot 
be filled to capacity as safely in years where that 
is possible. Flooding also causes reservoirs to fill 
with sediment at a faster rate, thus reducing their 
water-storage capacities. 

On the global and national scales, precipitation 
patterns are already observed to be shifting, with 
more rain falling in heavy downpours that can lead 
to flooding.90,473 Rapid landscape transformation 
due to vegetation die-off and wildfire as well as 
loss of wetlands along rivers is also likely to reduce 
flood-buffering capacity. Moreover, increased 
flood risk in the Southwest is likely to result from a 
combination of decreased snow cover on the lower 
slopes of high mountains, and an increased fraction 
of winter precipitation falling as rain and therefore 
running off more rapidly.154 The increase in rain 
on snow events will also result in rapid runoff and 
flooding.474

The most obvious impact of more frequent flooding 
is a greater risk to human beings and their infra-
structure. This applies to locations along major riv-
ers, but also to much broader and highly vulnerable 
areas such as the Sacramento–San Joaquin River 
Delta system. Stretching from the San Francisco 
Bay nearly to the state capital of Sacramento, the 
Sacramento–San Joaquin River Delta and Suisun 
Marsh make up the largest estuary on the West 
Coast of North America. With its rich soils and 
rapid subsidence rates – in some locations as high 
as 2 or more feet per decade – the entire Delta re-
gion is now below sea level, protected by more than 
a thousand miles of levees and dams.475 Projected 
changes in the timing and amount of river flow, 
particularly in winter and spring, is estimated to 
more than double the risk of Delta flooding events 
by mid-century, and result in an eight-fold increase 
before the end of the century.476 Taking into account 
the additional risk of a major seismic event and 
increases in sea level due to climate change over 
this century, the California Bay–Delta Authority 
has concluded that the Delta and Suisun Marsh are 
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quality, electricity demand, and the health of  
their inhabitants.

The magnitude of projected temperature increases 
for the Southwest, particularly when combined 
with urban heat island effects for major cities such 
as Phoenix, Albuquerque, Las Vegas, and many 
California cities, represent significant stresses 
to health, electricity, and water supply in a re-
gion that already experiences very high summer 
temperatures.284,325,450 

If present-day levels of ozone-producing emis-
sions are maintained, rising temperatures also 
imply declining air quality in urban areas such as 
those in California which already experience some 
of the worst air quality in the nation (see Society 
sector).479 Continued rapid population growth is 
expected to exacerbate these concerns.

With more intense, longer-lasting heat wave events 
projected to occur over this century, demands for 
air conditioning are expected to deplete electricity 
supplies, increasing risks of brownouts and black-
outs.325 Electricity supplies will also be affected 
by changes in the timing of river flows and where 
hydroelectric systems have limited storage capacity 
and reservoirs (see Energy sector).480,481 

Much of the region's agriculture will experi-
ence detrimental impacts in a warmer future, 

particularly specialty crops in California such as 
apricots, almonds, artichokes, figs, kiwis, olives, 
and walnuts.482,483 These and other specialty crops 
require a minimum number of hours at a chill-
ing temperature threshold in the winter to become 
dormant and set fruit for the following year.482 
Accumulated winter chilling hours have already 
decreased across central California and its coastal 
valleys. This trend is projected to continue to the 
point where chilling thresholds for many key crops 
would no longer be met. A steady reduction in win-
ter chilling could have serious economic impacts on 
fruit and nut production in the region. California’s 
losses due to future climate change are estimated 
between zero and 40 percent for wine and table 
grapes, almonds, oranges, walnuts, and avocadoes, 
varying significantly by location.483 

Adaptation strategies for agriculture in Califor-
nia include more efficient irrigation and shifts 
in cropping patterns, which have the potential to 
help compensate for climate-driven increases in 
water demand for agriculture due to rising tem-
peratures.484 The ability to use groundwater and/or 
water designated for agriculture as backup sup-
plies for urban uses in times of severe drought is 
expected to become more important in the future as 
climate change dries out the Southwest; however, 
these supplies are at risk of being depleted as urban 
populations swell (see Water sector).

Adaptation:  Strategies for Fire

Living with present-day levels of fire risk, along with projected increases in risk, involves actions by 
residents along the urban-forest interface as well as fire and land management officials. Some basic 
strategies for reducing damage to structures due to fires are being encouraged by groups like National 
Firewise Communities, an interagency program that encourages wildfire preparedness measures 
such as creating defensible space around residential structures by thinning trees and brush, choosing 
fire-resistant plants, selecting ignition-resistant building materials and design features, positioning 
structures away from slopes, and working with firefighters to develop emergency plans.

Additional strategies for responding to the increased risk of fire as climate continues to change could 
include adding firefighting resources461 and improving evacuation procedures and communications 
infrastructure. Also important would be regularly updated insights into what the latest climate science 
implies for changes in types, locations, timing, and potential severity of fire risks over seasons to 
decades and beyond; implications for related political, legal, economic, and social institutions; and 
improving predictions for regeneration of burnt-over areas and the implications for subsequent fire 
risks. Reconsideration of policies that encourage growth of residential developments in or near forests 
is another potential avenue for adaptive strategies.462
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Northwest
The Northwest’s rapidly growing population, as 
well as its forests, mountains, rivers, and coastlines, 
are already experiencing human-induced climate 
change and its impacts.34 Regionally averaged 
temperature rose about 1.5°F over the past cen-
tury485 (with some areas experiencing increases 
up to 4°F) and is projected to increase another 3 
to 10°F during this century.486 Higher emissions 
scenarios would result in warming in the upper end 
of the projected range. Increases in winter precipi-
tation and decreases in summer precipitation are 
projected by many climate models,487 though these 
projections are less certain than those for tem-
perature. Impacts related to changes in snowpack, 
streamflows, sea level, forests, and other important 
aspects of life in the Northwest are already un-
derway, with more severe impacts expected over 
coming decades in response to continued and more 
rapid warming.

Declining springtime snowpack leads to 
reduced summer streamflows, straining 
water supplies.

The Northwest is highly dependent on temperature-
sensitive springtime snowpack to meet growing, 
and often competing, water demands such as mu-
nicipal and industrial uses, agricultural irrigation, 
hydropower production, navigation, recreation, and 
in-stream flows that protect aquatic ecosystems in-
cluding threatened and endangered species. Higher 
cool season (October through March) temperatures 
cause more precipitation to fall as rain rather than 
snow and contribute to earlier snowmelt. April 1 
snowpack, a key indicator of natural water storage 
available for the warm season, has already declined 
substantially throughout the region. The average 
decline in the Cascade Mountains, for example, 
was about 25 percent over the past 40 to 70 years, 
with most of this due to the 2.5°F increase in cool 
season temperatures over that period.108,488 Further 
declines in Northwest snowpack are projected to 
result from additional warming over this century, 

varying with latitude, elevation, and proximity to 
the coast. April 1 snowpack is projected to de-
cline as much as 40 percent in the Cascades by the 
2040s.489 Throughout the region, earlier snowmelt 
will cause a reduction in the amount of water avail-
able during the warm season.68

In areas where it snows, a warmer climate means 
major changes in the timing of runoff: streamflow 
increases in winter and early spring, and then 
decreases in late spring, summer, and fall. This shift 
in streamflow timing has already been observed over 
the past 50 years,252 with the peak of spring runoff 
shifting from a few days earlier in some places to as 
much as 25 to 30 days earlier in others.157 

This trend is projected to continue, with runoff 
shifting 20 to 40 days earlier within this centu-
ry.157 Reductions in summer water availability will 
vary with the temperatures experienced in differ-
ent parts of the region. In relatively warm areas on 
the western slopes of the Cascade Mountains, for 
example, reductions in warm season (April through 
September) runoff of 30 percent or more are pro-
jected by mid-century, whereas colder areas in the 
Rocky Mountains are expected to see reductions of 
about 10 percent. Areas dominated by rain rather 
than snow are not expected to see major shifts in the 
timing of runoff.492 

Trends in April 1 Snow Water Equivalent
1950 to 2002

April 1 snowpack (a key indicator of natural water storage 
available for the warm season) has declined throughout the 
Northwest. In the Cascade Mountains, April 1 snowpack de-
clined by an average of 25 percent, with some areas expe-
riencing up to 60 percent declines. On the map, decreasing 
trends are in red and increasing trends are in blue.491

University of
 Washington490
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Extreme high and low streamflows also are ex-
pected to change with warming. Increasing winter 
rainfall (as opposed to snowfall) is expected to lead 
to more winter flooding in relatively warm water-
sheds on the west side of the Cascades. The already 
low flows of late summer are projected to decrease 
further due to both earlier snowmelt and increased 
evaporation and water loss from vegetation. Pro-
jected decreases in summer precipitation would 
exacerbate these effects. Some sensitive watersheds 
are projected to experience both increased flood 
risk in winter and increased drought risk in sum-
mer due to warming.

The region’s water supply infrastructure was built 
based on the assumption that most of the water 
needed for summer uses would be stored naturally 
in snowpack. For example, the storage capacity in 
Columbia Basin reservoirs is only 30 percent of the 
annual runoff, and many small urban water sup-
ply systems on the west side of the Cascades store 
less than 10 percent of their annual flow.493 Besides 
providing water supply and managing flows for 
hydropower, the region’s reservoirs are operated for 
flood-protection purposes and, as such, might have 
to release (rather than store) large amounts of run-
off during the winter and early spring to maintain 
enough space for flood protection. Earlier flows 
would thus place more of the year’s runoff into the 
category of hazard rather than resource. An ad-
vance in the timing of snowmelt runoff would also 

increase the length of the summer dry period, with 
important consequences for water supply, ecosys-
tems, and wildfire management.157

One of the largest demands on water resources in 
the region is hydroelectric power production. About 
70 percent of the Northwest’s electricity is provided 
by hydropower, a far greater percentage than in 
any other region. Warmer summers will increase 
electricity demands for air conditioning and refrig-
eration at the same time of year that lower stream-
flows will lead to reduced hydropower generation. 
At the same time, water is needed for irrigated agri-
culture, protecting fish species, reservoir and river 
recreation, and urban uses. Conflicts between all of 
these water uses are expected to increase, forcing 
complex trade-offs between competing objectives 
(see Energy and Water sectors).487,494

Increased insect outbreaks, wildfires, 
and changing species composition in for-
ests will pose challenges for ecosystems 
and the forest products industry.

Higher summer temperatures and earlier spring 
snowmelt are expected to increase the risk of forest 
fires in the Northwest by increasing summer mois-
ture deficits; this pattern has already been observed 
in recent decades. Drought stress and higher tem-
peratures will decrease tree growth in most low- 
and mid-elevation forests. They will also increase 
the frequency and intensity of mountain pine beetle 
and other insect attacks,243 further increasing fire 
risk and reducing timber production, an important 
part of the regional economy. The mountain pine 
beetle outbreak in British Columbia has destroyed 
33 million acres of trees so far, about 40 percent of 
the marketable pine trees in the province. By 2018, 
it is projected that the infestation will have run 
its course and over 78 percent of the mature pines 
will have been killed; this will affect more than 
one-third of the total area of British Columbia’s 
forests495 (see Ecosystems sector). Forest and fire 
management practices are also factors in these in-
sect outbreaks.252 Idaho’s Sawtooth Mountains are 
also now threatened by pine beetle infestation.

In the short term, high elevation forests on the west 
side of the Cascade Mountains are expected to 

Shift to Earlier Peak Streamflow
Quinault River (Olympic Peninsula, northern Washington)

As precipitation continues to shift from snow to rain, by the 2040s, 
peak flow on the Quinault River is projected to occur in December, 
and flows in June are projected to be reduced to about half of what 
they were over the past century. On the graph, the blue swath 
represents the range of projected streamflows based on an increase 
in temperature of 3.6 to 5.4°F. The other lines represent streamflows 
in the early and late 1900s.487,494

University of Washington490
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see increased growth. In the longer term, forest 
growth is expected to decrease as summertime 
soil moisture deficits limit forest productivity, 
with low-elevation forests experiencing these 
changes first. The extent and species composi-
tion of forests are also expected to change as tree 
species respond to climate change. There is also 
the potential for extinction of local populations 
and loss of biological diversity if environmental 
changes outpace species’ ability to shift their 
ranges and form successful new ecosystems. 

Agriculture, especially production of tree fruit 
such as apples, is also an important part of the 
regional economy. Decreasing irrigation supplies, 
increasing pests and disease, and increased com-
petition from weeds are likely to have negative 
effects on agricultural production.

Salmon and other coldwater species 
will experience additional stresses as a 
result of rising water temperatures and 
declining summer streamflows.

Northwest salmon populations are at historically 
low levels due to stresses imposed by a variety of 
human activities including dam building, logging, 
pollution, and over-fishing. Climate change affects 
salmon throughout their life stages and poses an 
additional stress. As more winter precipitation falls 
as rain rather than snow, higher winter stream-
flows scour streambeds, damaging spawning nests 
and washing away incubating eggs. Earlier peak 
streamflows flush young salmon from rivers to 
estuaries before they are physically mature enough 
for the transition, increasing a variety of stresses 
including the risk of being eaten by predators. 
Lower summer streamflows and warmer water 
temperatures create less favorable summer stream 
conditions for salmon and other coldwater fish 
species in many parts of the Northwest. In addition, 
diseases and parasites that infect salmon tend to 
flourish in warmer water. Climate change also im-
pacts the ocean environment, where salmon spend 
several years of their lives. Historically, warm 
periods in the coastal ocean have coincided with 
relatively low abundances of salmon, while cooler 
ocean periods have coincided with relatively high 
salmon numbers.70, 563

Most wild Pacific salmon populations are extinct 
or imperiled in 56 percent of their historical range 
in the Northwest and California,496 and populations 
are down more than 90 percent in the Columbia 
River system. Many species are listed as either 
threatened or endangered under the Federal En-
dangered Species Act. Studies suggest that about 
one-third of the current habitat for the Northwest’s 
salmon and other coldwater fish will no longer be 
suitable for them by the end of this century as key 
temperature thresholds are exceeded. Because cli-
mate change impacts on their habitat are projected 
to be negative, climate change is expected to ham-
per efforts to restore depleted salmon populations.

Sea-level rise along vulnerable coastlines 
will result in increased erosion and the 
loss of land.

Climate change is projected to exacerbate many 
of the stresses and hazards currently facing the 
coastal zone. Sea-level rise will increase erosion of 
the Northwest coast and cause the loss of beaches 
and significant coastal land areas. Among the most 
vulnerable parts of the coast is the heavily popu-
lated south Puget Sound region, which includes 
the cities of Olympia, Tacoma, and Seattle, Wash-
ington. Some climate models project changes in 
atmospheric pressure patterns that suggest a more 
southwesterly direction of future winter winds. 
Combined with higher sea levels, this would accel-
erate coastal erosion all along the Pacific Coast.
Sea-level rise in the Northwest (as elsewhere) is 

Decreasing Habitat for Coldwater Fish 

Increasing air temperatures lead to rising water temperatures, which in-
crease stress on coldwater fish such as trout, salmon, and steelhead. August 
average air temperature above 70°F is a threshold above which these fish are 
severely stressed. Projected temperatures for the 2020s and 2040s under 
a higher emissions scenario suggest that the habitat for these fish is likely 
to decrease dramatically.486,497,568,569

University of 
Washington490
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determined by global rates of 
sea-level rise, changes in coastal 
elevation associated with local 
vertical movement of the land, 
and atmospheric circulation 
patterns that influence wind-
driven “pile-up” of water along 
the coast. A mid-range estimate 
of relative sea-level rise for the 
Puget Sound basin is about 13 
inches by 2100. However, higher 
levels of up to 50 inches by 
2100 in more rapidly subsiding 
(sinking) portions of the basin 
are also possible given the large 
uncertainties about accelerating 
rates of ice melt from Greenland 
and Antarctica in recent years 
(see Global and National Cli-
mate Change sections).498

An additional concern is landslides on coastal bluffs. The projected heavier winter rainfall suggests an 
increase in saturated soils and, therefore, an increased number of landslides. Increased frequency and/
or severity of landslides is expected to be especially problematic in areas where there has been intensive 
development on unstable slopes. Within Puget Sound, the cycle of beach erosion and bluff landslides will be 
exacerbated by sea-level rise, increasing beach erosion, and decreasing slope stability.

Adaptation:   Improved Planning to Cope with Future Changes

States, counties, and cities in the Northwest are beginning to develop strategies to adapt to climate 
change. In 2007, Washington state convened stakeholders to develop adaptation strategies for water, 
agriculture, forests, coasts, infrastructure, and human health. Recommendations included improved 
drought planning, improved monitoring of diseases and pests, incorporating sea-level rise in coastal 
planning, and public education. An implementation strategy is under development.

In response to concerns about increasing flood risk, King County, Washington, approved plans in 2007 to 
fund repairs to the county’s aging levee system. The county also will replace more than 57 “short-span” 
bridges with wider span structures that allow more debris and floodwater to pass underneath rather 
than backing up and causing the river to flood. The county has begun incorporating porous concrete and 
rain gardens into road projects to manage the effects of stormwater runoff during heavy rains, which are 
increasing as climate changes. King County has also published an adaptation guidebook that is becoming 
a model that other local governments can refer to in order to organize adaptation actions within their 
municipal planning processes.500

Concern about sea-level rise in Olympia, Washington, contributed to the city’s decision to relocate its 
primary drinking water source from a low-lying surface water source to wells on higher ground. The city 
adjusted its plans for construction of a new City Hall to locate the building in an area less vulnerable to 
sea-level rise than the original proposed location. The building’s foundation also was raised by 1 foot.

Northwest Cities at Risk to Sea-Level Rise

Highly populated coastal areas throughout Puget Sound, Washington, are vulnerable 
to sea-level rise. The maps show regions of Olympia and Harbor Island (both located 
in Puget Sound) that are likely to be lost to sea-level rise by the end of this century 
based on moderate and high estimates.

Petersen499
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Over the past 50 years, Alaska has warmed at 
more than twice the rate of the rest of the United 
States’ average. Its annual average temperature 
has increased 3.4°F, while winters have warmed 
even more, by 6.3°F.501 As a result, climate change 
impacts are much more pronounced than in other 
regions of the United States. The higher tempera-
tures are already contributing to earlier spring 
snowmelt, reduced sea ice, widespread glacier 
retreat, and permafrost warming.220,501 These ob-
served changes are consistent with climate model 
projections of greater warming over Alaska, 
especially in winter, as compared to the rest of  
the country. 

Climate models also project increases in pre-
cipitation over Alaska. Simultaneous increases 
in evaporation due to higher air temperatures, 
however, are expected to lead to drier condi-
tions overall, with reduced soil moisture.90 In the 
future, therefore, model projections suggest a 
longer summer growing season combined with an 
increased likelihood of summer drought  
and wildfires. 

Average annual temperatures in Alaska are 
projected to rise about 3.5 to 7°F by the middle 
of this century. How much temperatures rise later 
in the century depends strongly on global emis-
sions choices, with increases of 5 to 8°F projected 
with lower emissions, and increases of 8 to 13°F 
with higher emissions.91 Higher temperatures 
are expected to continue to reduce Arctic sea ice 
coverage. Reduced sea ice provides opportunities 
for increased shipping and resource extraction. At 
the same time, it increases coastal erosion522 and 
flooding associated with coastal storms. Reduced 
sea ice also alters the timing and location of 
plankton blooms, which is expected to drive major 
shifts of marine species such as pollock and other 
commercial fish stocks.527

Observed and Projected Temperature Rise

Alaska’s annual average temperature has increased 3.4ºF over the past 
50 years. The observed increase shown above compares the average 
temperature of 1993-2007 with a 1960s-1970s baseline, an increase of 
over 2ºF. The brackets on the thermometers represent the likely range 
of model projections, though lower or higher outcomes are possible. By 
the end of this century, the average temperature is projected to rise by 
5 to 13ºF above the 1960s-1970s baseline. 

CMIP3-A93

Fairbanks Frost-Free Season, 1904 to 2008

Over the past 100 years, the length of the frost-free season 
in Fairbanks, Alaska, has increased by 50 percent. The trend 
toward a longer frost-free season is projected to produce 
benefits in some sectors and detriments in others.

University of Alaska502
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Longer summers and higher 
temperatures are causing drier 
conditions, even in the absence of 
strong trends in precipitation.

Between 1970 and 2000, the snow-free season 
increased by approximately 10 days across 
Alaska, primarily due to earlier snowmelt in the 
spring.503,504 A longer growing season has potential 
economic benefits, providing a longer period of 
outdoor and commercial activity such as tourism. 
However, there are also downsides. For example, 
white spruce forests in Alaska’s interior are expe-
riencing declining growth due to drought stress505 
and continued warming could lead to widespread 
death of trees.506 The decreased soil moisture in 
Alaska also suggests that agriculture in Alaska 
might not benefit from the longer growing season.

Insect outbreaks and wildfires are 
increasing with warming. 

Climate plays a key role in determining the extent 
and severity of insect outbreaks and wildfires.506,507 
During the 1990s, for example, south-central 
Alaska experienced the largest outbreak of spruce 
beetles in the world.243,506 This outbreak occurred 
because rising temperatures allowed the spruce 
beetle to survive over the winter and to complete its 
life cycle in just one year instead of the normal two 
years. Healthy trees ordinarily defend themselves 
by pushing back against burrowing beetles with 
their pitch. From 1989 to 1997, however, the region 
experienced an extended drought, leaving the trees 
too stressed to fight off the infestation. 

Alaska Spruce Beetle Infestation 
Kenai Peninsula, 1972 to 1998

Warming in Alaska has caused insect outbreaks to increase. Red areas indicate spruce beetle infestations on the Kenai Peninsula.    
Over 5 million acres of Alaska spruce forests were destroyed.  

Berman et al.508
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also important to Native peoples who hunt and fish 
for their food in interior Alaska. Many villages 
are located adjacent to wetlands that support an 
abundance of wildlife resources. The sustainability 
of these traditional lifestyles is thus threatened by a 
loss of wetlands.

Thawing permafrost damages roads, 
runways, water and sewer systems, and 
other infrastructure.

Permafrost temperatures have increased throughout 
Alaska since the late 1970s.149 The largest increases 
have been measured in the northern part of the 
state.515 While permafrost in interior Alaska so far 
has experienced less warming than permafrost in 
northern Alaska, it is more vulnerable to thawing 
during this century because it is generally just 
below the freezing point, while permafrost in 
northern Alaska is colder. 

Land subsidence (sinking) associated with the 
thawing of permafrost presents substantial chal-
lenges to engineers attempting to preserve infra-
structure in Alaska.516 Public infrastructure at risk 
for damage includes roads, runways, and water 
and sewer systems. It is estimated that thawing 

Prior to 1990, the spruce budworm was not able to 
reproduce in interior Alaska.506 Hotter, drier sum-
mers, however, now mean that the forests there are 
threatened by an outbreak of spruce budworms.509 
This trend is expected to increase in the future 
if summers in Alaska become hotter and drier.506 
Large areas of dead trees, such as those left behind 
by pest infestations, are highly flammable and thus 
much more vulnerable to wildfire than living trees.

The area burned in North America’s northern forest 
that spans Alaska and Canada tripled from the 
1960s to the 1990s. Two of the three most exten-
sive wildfire seasons in Alaska’s 56-year record 
occurred in 2004 and 2005, and half of the most 
severe fire years on record have occurred since 
1990.510 Under changing climate conditions, the av-
erage area burned per year in Alaska is projected to 
double by the middle of this century.507 By the end 
of this century, area burned by fire is projected to 
triple under a moderate greenhouse gas emissions 
scenario and to quadruple under a higher emissions 
scenario.91 Such increases in area burned would 
result in numerous impacts, including hazardous 
air quality conditions such as those suffered by 
residents of Fairbanks during the summers of 2004 
and 2005, as well as increased risks to rural Native 
Alaskan communities because of reduced avail-
ability of the fish and game that make up their diet. 
This would cause them to adopt a more “Western” 
diet,511 known to be associated with increased risk 
of cancers, diabetes, and cardiovascular disease.512

Lakes are declining in area.

Across the southern two-thirds of Alaska, the 
area of closed-basin lakes (lakes without stream 
inputs and outputs) has decreased over the past 50 
years. This is likely due to the greater evapora-
tion and thawing of permafrost that result from 
warming.513,514 A continued decline in the area of 
surface water would present challenges for the 
management of natural resources and ecosystems 
on National Wildlife Refuges in Alaska. These 
refuges, which cover over 77 million acres (21 per-
cent of Alaska) and comprise 81 percent of the U.S. 
National Wildlife Refuge System, provide breeding 
habitat for millions of waterfowl and shorebirds 
that winter in the lower 48 states. Wetlands are 

Ponds in Alaska are Shrinking (1951 to 2000)
Yukon Flats National Wildlife Refuge

Ponds across Alaska, including those shown above in the northeastern 
interior of the state, have shrunk as a result of increased evaporation 
and permafrost thawing. The pond in the top pair of images shrunk 
from 180 to 10 acres; the larger pond in the bottom pair of images 
shrunk from 90 to 4 acres.

Riordan et al.514
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permafrost would add between $3.6 billion and $6.1 billion (10 to 
20 percent) to future costs for publicly owned infrastructure by 
2030 and between $5.6 billion and $7.6 billion (10 to 12 percent) 
by 2080.230 Analyses of the additional costs of permafrost thaw-
ing to private property have not yet been conducted.

Thawing ground also has implications for oil and gas drilling. As 
one example, the number of days per year in which travel on the 
tundra is allowed under Alaska Department of Natural Re-
sources standards has dropped from more than 200 to about 100 
days in the past 30 years. This results in a 50 percent reduction 
in days that oil and gas exploration and extraction equipment can 
be used.220,245 

Thawing permafrost can push natural ecosystems across thresh-
olds. Some forests in Alaska are literally toppling over as the 

permafrost beneath them thaws, undermining the 
root systems of trees (see photo next page).

Coastal storms increase risks to villages 
and fishing fleets.

Alaska has more coastline than the other 49 states 
combined. Frequent storms in the Gulf of Alaska 
and the Bering, Chukchi, and Beaufort Seas already 
affect the coasts during much of the year. Alaska’s 
coastlines, many of which are low in elevation, are 
increasingly threatened by a combination of the loss 
of their protective sea ice buffer, increasing storm 
activity, and thawing coastal permafrost.

Increasing storm activity in autumn in recent 
years520 has delayed or prevented barge operations 

Permafrost Temperature, 
1978 to 2008

Deadhorse, northern Alaska

Permafrost temperatures have risen throughout Alaska, 
with the largest increases in the northern part of the 
state. 

Brown and Romanovsky517

Changing Permafrost Distribution
Moderate Warming Scenario

The maps show projected thawing on the Seward Peninsula by the end 
of this century under a moderate warming scenario approximately half-
way between the lower and higher emissions scenarios91 described on 
page 23.

Busey et al.518

Adaptation:  Keeping Soil Around the Pipeline Cool

When permafrost thaws, it can cause the soil to sink or 
settle, damaging structures built upon or within that soil. 
A warming climate and burial of supports for the Trans-
Alaska Pipeline System both contribute to thawing of 
the permafrost around the pipeline. In locations on the 
pipeline route where soils were ice-rich, a unique above-
ground system was developed to keep the ground cool. 
Thermal siphons were designed to disperse heat to the 
air that would otherwise be transferred to the soil, and 
these siphons were placed on the pilings that support the 
pipeline. While this unique technology added significant 
expense to the pipeline construction, it helps to greatly 
increase the useful lifetime of this structure.519
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that supply coastal communities with fuel. 
Commercial fishing fleets and other marine 
traffic are also strongly affected by Bering Sea storms. High-wind events have become more frequent along 
the western and northern coasts. The same regions are experiencing increasingly long sea-ice-free seasons and 
hence longer periods during which coastal areas are especially vulnerable to wind and wave damage. Downtown 
streets in Nome, Alaska, have flooded in recent years. Coastal erosion is causing the shorelines of some areas 
to retreat at average rates of tens of feet per year. The ground beneath several native communities is literally 
crumbling into the sea, forcing residents to confront difficult and expensive choices between relocation and 
engineering strategies that require continuing investments despite their uncertain effectiveness (see Society 

sector). The rate of erosion 
along Alaska’s northeastern 
coastline has doubled over the 
past 50 years.522 

Over this century, an increase 
of sea surface temperatures 
and a reduction of ice cover 
are likely to lead to northward 
shifts in the Pacific storm 
track and increased impacts 
on coastal Alaska.523,524 
Climate models project the 
Bering Sea to experience the 
largest decreases in atmo-
spheric pressure in the North-
ern Hemisphere, suggesting 
an increase in storm activity 
in the region.90 In addition, the 
longer ice-free season is likely 
to make more heat and mois-
ture available for storms in the 
Arctic Ocean, increasing their 
frequency and/or intensity.

Annual Number of Storms at Barrow, Alaska, 1950-2004
(northernmost town in the United States)

The number of coastal storms has generally increased as the amount of ice along the 
coast has decreased. This increase threatens commercial activity and communities 
in Alaska. The blue line indicates the annual number of open-water storms, those 
occurring in primarily ice-free water (July to December). The purple line indicates the 
number of storms occurring when thick sea ice is present (January to June). The black 
and green lines are smoothed using 5-year averages. 

Barrow

University of Alaska525

Projected Coastal Erosion, 2007 to 2027  
Newtok, western Alaska

Many of Alaska’s coastlines are eroding rapidly; the disappearance of coastal 
land is forcing communities to relocate. The 2007 line on the image indicates 
where Newtok, Alaska’s shoreline had eroded to by 2007. The other lines 
are projected assuming a conservative erosion rate of 36 to 83 feet per year; 
however, Newtok residents reported a July 2003 erosion rate of 110 feet 
per year. 

U.S. Army Corps of Engineers521

Leaning trees in this Alaska forest tilt because the 
ground beneath them, which used to be perma-
nently frozen, has thawed. Forests like this are named 
“drunken forests.”
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the extent and location of the ice edge in spring. As 
the sea ice retreats, the location, timing, and spe-
cies composition of the plankton blooms changes, 
reducing the amount of food reaching the living 
things on the ocean floor. This radically changes 
the species composition and populations of fish and 
other marine life forms, with significant repercus-
sions for fisheries527 (see Ecosystems sector).

Over the course of this century, changes already 
observed on the shallow shelf of the northern 
Bering Sea are likely to affect a much broader por-
tion of the Pacific-influenced sector of the Arctic 
Ocean. As such changes occur, the most productive 
commercial fisheries are likely to become more 
distant from existing fishing ports and processing 
infrastructure, requiring either relocation or greater 
investment in transportation time and fuel costs. 
These changes will also affect the ability of Native 
Peoples to successfully hunt and fish for the food 
they need to survive. Coastal communities are 
already noticing a displacement of walrus and seal 
populations. Bottom-feeding walrus populations 
are threatened when their sea ice platform retreats 
from the shallow coastal feeding grounds on which 
they depend.528

Displacement of marine species will 
affect key fisheries.

Alaska leads the United States in the value of its 
commercial fishing catch. Most of the nation’s 
salmon, crab, halibut, and herring come from 
Alaska. In addition, many Native communities 
depend on local harvests of fish, walruses, seals, 
whales, seabirds, and other marine species for  
their food supply. Climate change causes signifi-
cant alterations in marine ecosystems with impor-
tant implications for fisheries. Ocean acidification 
associated with a rising carbon dioxide concentra-
tion represents an additional threat to coldwater 
marine ecosystems23,526 (see Ecosystems sector and 
Coasts region).

One of the most productive areas for Alaska 
fisheries is the northern Bering Sea off Alaska’s 
west coast. The world’s largest single fishery is the 
Bering Sea pollock fishery, which has undergone 
major declines in recent years. Over much of the 
past decade, as air and water temperatures rose, 
sea ice in this region declined sharply. Populations 
of fish, seabirds, seals, walruses, and other species 
depend on plankton blooms that are regulated by 

Marine Species Shifting Northward
1982 to 2006

As air and water temperatures rise, marine species are moving northward, affecting fisheries, ecosystems, and 
coastal communities that depend on the food source. On average, by 2006, the center of the range for the 
examined species moved 19 miles north of their 1982 locations.

Mueter and Litzow529
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Islands
Climate change presents the Pacific and Caribbean 
islands with unique challenges. The U.S. affili-
ated Pacific Islands are home to approximately 
1.7 million people in the Hawaiian Islands; Palau; 
the Samoan Islands of Tutuila, Manua, Rose, and 
Swains; and islands in the Micronesian archi-
pelago, the Carolines, Marshalls, and Marianas.530 
These include volcanic, continental, and limestone 
islands, atolls, and islands of mixed geologies.530 
The degree to which climate change and variability 
will affect each of the roughly 30,000 islands in the 
Pacific depends upon a variety of factors, including 
the island’s geology, area, height above sea level, 
extent of reef formation, and the size of its freshwa-
ter aquifer.531 

In addition to Puerto Rico and the U.S. Virgin 
Islands, there are 40 island nations in the Caribbean 
that are home to approximately 38 million people.532 
Population growth, often concentrated in coastal 
areas, escalates the vulnerability of both Pacific 
and Caribbean island communities to the effects of 
climate change, as do weakened traditional sup-
port systems. Tourism and fisheries, both of which 
are climate-sensitive, play a large economic role in 
these communities.530

Small islands are considered among the most vul-
nerable to climate change because extreme events 
have major impacts on them. Changes in weather 
patterns and the frequency and intensity of extreme 
events, sea-level rise, coastal erosion, coral reef 
bleaching, ocean acidification, and contamination 
of freshwater resources by salt water are among the 
impacts small islands face.533 

Islands have experienced rising temperatures and 
sea levels in recent decades. Projections for the rest 
of this century suggest:

Increases in air and ocean surface temperatures • 
in both the Pacific and Caribbean;90

An overall decrease in rainfall in the Carib-• 
bean; and
An increased frequency of heavy downpours • 
and increased rainfall during summer months 
(rather than the normal rainy season in winter 
months) for the Pacific (although the range of 
projections regarding rainfall in the Pacific is 
still quite large).

The number of heavy rain events is very likely to 
increase.90 Hurricane (typhoon) wind speeds and 
rainfall rates are likely to increase with continued 

Air temperatures have increased over the last 100 years in both the Pacific Island and Caribbean regions. Larger in-
creases are projected in the future, with higher emissions scenarios91 producing considerably greater increases. The 
shaded areas show the likely ranges while the lines show the central projections from a set of climate models.

Air Temperature Change, Observed and Projected, 1900 to 2100  
relative to 1960-1979 average

Pacific Islands Caribbean

Smith et al.72; CMIP3-A93
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warming.68 Islands and other low-lying coastal 
areas will be at increased risk from coastal inun-
dation due to sea-level rise and storm surge, with 
major implications for coastal communities, infra-
structure, natural habitats, and resources.

The availability of freshwater is likely to 
be reduced, with significant implications 
for island communities, economies,  
and resources. 

Most island communities in the Pacific and the 
Caribbean have limited sources of the freshwater 
needed to support unique ecosystems and biodiver-
sity, public health, agriculture, and tourism. Con-
ventional freshwater resources include rainwater 
collection, groundwater, and surface water.534 For 
drinking and bathing, smaller Pacific islands pri-
marily rely on individual rainwater catchment sys-
tems, while groundwater from the freshwater lens 
is used for irrigation. The size of freshwater lenses 
in atolls is influenced by factors such as rates of 
recharge (through precipitation), rates of use, and 
extent of tidal inundation.531 Since rainfall trig-
gers the formation of the freshwater lens, changes 
in precipitation, such as the significant decreases 
projected for the Caribbean, can significantly affect 
the availability of water. Because tropical storms 
replenish water supplies, potential changes in these 
storms are a great concern.

While it might initially be seen as a benefit, in-
creased rainfall in the Pacific Islands during the 
summer months is likely to result in increased 
flooding, which would reduce drinking water quali-
ty and crop yields.534 In addition, many islands have 
weak distribution systems and old infrastructure, 
which result in significant water leakage, decreas-
ing their ability to use freshwater efficiently. Water 
pollution (such as from agriculture or sewage), 
exacerbated by storms and floods, can contaminate 
the freshwater supply, affecting public health. Sea-
level rise also affects island water supplies by caus-
ing salt water to contaminate the freshwater lens 
and by causing an increased frequency of flooding 
due to storm high tides.531 Finally, a rapidly rising 
population is straining the limited water resources, 
as would an increased incidence and/or intensity of 
storms534 or periods of prolonged drought.

Island communities, infrastructure, and 
ecosystems are vulnerable to coastal 
inundation due to sea-level rise and 
coastal storms.

Sea-level rise will have enormous effects on many 
island nations. Flooding will become more frequent 
due to higher storm tides, and coastal land will be 
permanently lost as the sea inundates low- 
lying areas and the shorelines erode. Loss of land 

Freshwater Lens

Many island communities depend on freshwater 
lenses, which are recharged by precipitation. The 
amount of water a freshwater lens contains is 
determined by the size of the island, the amount of 
rainfall, rates of water withdrawal, the permeability 
of the rock beneath the island, and salt mixing due 
to storm- or tide-induced pressure. Freshwater 
lenses can be as shallow as 4 to 8 inches or as deep 
as 65 feet.534

Adapted from Burns534

Caribbean Precipitation Change 
1900 to 2100

Total annual precipitation has declined in the Caribbean 
and climate models project stronger declines in the fu-
ture, particularly under higher emission scenarios.91 Such 
decreases threaten island communities that rely on rainfall 
for replenishing their freshwater supplies. The shaded areas 
show the likely ranges while the lines show the central 
projections from a set of climate models.

CMIP3-A93
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will reduce freshwater supplies531 and affect living 
things in coastal ecosystems. For example, the 
Northwestern Hawaiian Islands, which are low-
lying and therefore at great risk from increasing sea 
level, have a high concentration of endangered and 
threatened species, some of which exist nowhere 
else.535 The loss of nesting and nursing habitat is 
expected to threaten the survival of already vulner-
able species.535

In addition to gradual sea-level rise, extreme high 
water level events can result from a combination 
of coastal processes.271 For example, the harbor 
in Honolulu, Hawaii, experienced the highest 
daily average sea level ever recorded in Septem-
ber 2003. This resulted from the combination of 
long-term sea-level rise, normal seasonal heating 
(which causes the volume of water to expand and 
thus the level of the sea to rise), seasonal high tide, 
and an ocean circulation event which temporarily 
raised local sea level.536 The interval between such 
extreme events has decreased from more than 20 
years to approximately 5 years as average sea level 
has risen.536

Hurricanes, typhoons, and other storm events, with 
their intense precipitation and storm surge, cause 
major impacts to Pacific and Caribbean island com-

munities, including loss of life, damage to infrastruc-
ture and property, and contamination of freshwater 
supplies.537 As the climate continues to warm, the 
peak wind intensities and near-storm precipitation 
from future tropical cyclones are likely to increase,90 
which, combined with sea-level rise, is expected to 
cause higher storm surge levels. If such events occur 
frequently, communities would face challenges in 
recovering between events, resulting in long-term 
deterioration of infrastructure, freshwater and agri-
cultural resources, and other impacts.246 

Adaptation:   Securing Water Resources

In the islands, “water is gold.” Effective adaptation to climate-related 
changes in the availability of freshwater is thus a high priority. While island 
communities cannot completely counter the threats to water supplies 
posed by global warming, effective adaptation approaches can help reduce 
the damage. 

When existing resources fall short, managers look to unconventional 
resources, such as desalinating seawater, importing water by ship, and 
using treated wastewater for non-drinking uses. Desalination costs are 
declining, though concerns remain about the impact on marine life, the 
disposal of concentrated brines that may contain chemical waste, and the large energy use (and associated 
carbon footprint) of the process.146 With limited natural resources, the key to successful water resource 
management in the islands will continue to be “conserve, recover, and reuse.”530

Pacific Island communities are also making use of the latest science. This effort started during the 1997 to 
1998 El Niño, when managers began using seasonal forecasts to prepare for droughts by increasing public 
awareness and encouraging water conservation. In addition, resource managers can improve infrastruc-
ture, such as by fixing water distribution systems to minimize leakage and by increasing freshwater  
storage capacity.530

A billboard on Pohnpei, in the Fed-
erated States of Micronesia, encour-
ages water conservation in prepara-
tion for the 1997 to 1998 El Niño. 

Extreme Sea-Level Days: Honolulu, Hawaii

Sea-level rise will result in permanent land loss and reductions in 
freshwater supplies, as well as threaten coastal ecosystems. “Extreme” 
sea-level days (with a daily average of more than 6 inches above the 
long-term average90) can result from the combined effects of gradual 
sea-level rise due to warming and other phenomena, including seasonal 
heating and high tides.

Firing and Merrifield536
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Critical infrastruc-
ture, including 
homes, airports, and 
roads, tends to be 
located along the 
coast. Flooding re-
lated to sea-level rise 
and hurricanes and 
typhoons negatively 
affects port facili-
ties and harbors, and 
causes closures of 

roads, airports, and bridges.538 Long-term infra-
structure damage would affect social services such 
as disaster risk management, health care, education, 
management of freshwater resources, and economic 
activity in sectors such as tourism and agriculture. 

Climate changes affecting coastal and 
marine ecosystems will have major 
implications for tourism and fisheries.

Marine and coastal ecosystems of the islands are 
particularly vulnerable to the impacts of climate 
change. Sea-level rise, increasing water tempera-
tures, rising storm intensity, coastal inundation  
and flooding from extreme events, beach erosion, 
ocean acidification, increased incidences of coral 
disease, and increased invasions by non-native 
species are among the threats that endanger the 
ecosystems that provide safety, sustenance, eco-
nomic viability, and cultural and traditional values 
to island communities.539

Tourism is a vital part of the economy for many 
islands. In 1999, the Caribbean had tourism-based 
gross earnings of $17 billion, providing 900,000 
jobs and making the Caribbean one of the most 
tourism dependent regions in the world.532 In the 
South Pacific, tourism can contribute as much as 
47 percent of gross domestic product.540 In Hawaii, 
tourism generated $12.4 billion for the state in 
2006, with over 7 million visitors.541 

Sea-level rise can erode beaches, and along with 
increasing water temperatures, can destroy or de-
grade natural resources such as mangroves and cor-
al reef ecosystems that attract tourists.246 Extreme 
weather events can affect transportation systems 

and interrupt communications. The availability of 
freshwater is critical to sustaining tourism, but is 
subject to the climate-related impacts described 
on the previous page. Public health concerns about 
diseases would also negatively affect tourism. 

Coral reefs sustain fisheries and tourism, have 
biodiversity value, scientific and educational value, 
and form natural protection against wave erosion.542 
For Hawaii alone, net benefits of reefs to the econo-
my are estimated at $360 million annually, and the 
overall asset value is conservatively estimated to be 
nearly $10 billion.542 In the Caribbean, coral reefs 
provide annual net benefits from fisheries, tourism, 
and shoreline protection services of between $3.1 
billion and $4.6 billion. The loss of income by 2015 
from degraded reefs is conservatively estimated at 
several hundred million dollars annually.532,543 

Coral reef ecosystems are particularly susceptible 
to the impacts of climate change, as even small 
increases in water temperature can cause coral 
bleaching,544 damaging and killing corals. Ocean 
acidification due to a rising carbon dioxide concen-
tration poses an additional threat (see Ecosystems 
sector and Coasts region). Coral reef ecosystems 
are also especially vulnerable to invasive species.545 
These impacts, combined with changes in the oc-
currence and intensity of El Niño events, rising sea 
level, and increasing storm damage,246 will have 
major negative effects on coral reef ecosystems.

Fisheries feed local people and island economies. 
Almost all communities within the Pacific Islands 
derive over 25 percent of their animal protein from 
fish, with some deriving up to 69 percent.546 For 
island fisheries sustained by healthy coral reef and 
marine ecosystems, climate change impacts exacer-
bate stresses such as overfishing,246 affecting both 
fisheries and tourism that depend on abundant and 
diverse reef fish. The loss of live corals results in 
local extinctions and a reduced number of reef  
fish species.547

Nearly 70 percent of the world’s annual tuna har-
vest, approximately 3.2 million tons, comes from 
the Pacific Ocean.548 Climate change is projected to 
cause a decline in tuna stocks and an eastward  
shift in their location, affecting the catch of  
certain countries.246

Coastal houses and an airport in the U.S.-
affiliated Federated States of Micronesia rely 
on mangroves’ protection from erosion and 
damage due to rising sea level, waves, storm 
surges, and wind.
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Approximately one-third of all Americans live in 
counties immediately bordering the nation’s ocean 
coasts.549,550 In addition to accommodating major cities, 
the coasts and the exclusive economic zone extend-
ing 200 miles offshore provide enjoyment, recreation, 
seafood, transportation of goods, and energy. Coastal 
and ocean activities contribute more than $1 trillion to 
the nation’s gross domestic product and the ecosystems 
hold rich biodiversity and provide invaluable servic-
es.551 However, intense human uses have taken a toll on 
coastal environments and their resources. Many fish 
stocks have been severely diminished by over-fishing, 
large “dead zones” depleted of oxygen have developed 
as a result of pollution by excess nitrogen runoff, toxic 
blooms of algae are increasingly frequent, and coral 
reefs are badly damaged or becoming overgrown with 
algae. About half of the nation’s coastal wetlands have 
been lost – and most of this loss has occurred during 
the past 50 years.

Global climate change imposes additional stresses 
on coastal environments. Rising sea level is already 
eroding shorelines, drowning wetlands, and threaten-
ing the built environment.43,224 The destructive po-
tential of Atlantic tropical storms and hurricanes has 
increased since 1970 in association with increasing 
Atlantic sea surface temperatures, and it is likely that 
hurricane rainfall and wind speeds will increase in 
response to global warming.112 Coastal water tempera-
tures have risen by about 2°F in several regions, and 

the geographic distributions of marine species have 
shifted.37,68,347 Precipitation increases on land have 
increased river runoff, polluting coastal waters with 
more nitrogen and phosphorous, sediments, and other 
contaminants. Furthermore, increasing acidification 
resulting from the uptake of carbon dioxide by ocean 
waters threatens corals, shellfish, and other living 
things that form their shells and skeletons from cal-
cium carbonate23 (see Ecosystems sector). All of these 
forces converge and interact at the coasts, making 
these areas particularly sensitive to the impacts of 
climate change.

Significant sea-level rise and storm surge 
will adversely affect coastal cities and 
ecosystems around the nation; low-lying 
and subsiding areas are most vulnerable.

The rise in sea level relative to the land surface in any 
given location is a function of both the amount of glob-
al average sea-level rise and the degree to which the 
land is rising or falling. During the past century in the 
United States, relative sea level changes ranged from 
falling several inches to rising as much as 2 feet.225 
High rates of relative sea-level rise, coupled with cut-
ting off the supply of sediments from the Mississippi 
River and other human alterations, have resulted in the 
loss of 1,900 square miles of Louisiana’s coastal wet-
lands during the past century, weakening their capacity 

Various forces of climate change at the coasts pose a complex array of management challenges and adaptation 
requirements. For example, relative sea level is expected to rise at least 2 feet in Chesapeake Bay (located 
between Maryland and Virginia) where the land is subsiding, threatening portions of cities, inhabited islands, 
most tidal wetlands, and other low-lying regions. Climate change also will affect the volume of the bay, its 
salinity distribution and circulation, as will changes in precipitation and freshwater runoff. These changes, in 
turn, will affect summertime oxygen depletion and efforts to reduce the agricultural nitrogen runoff that 
causes it. Meanwhile the warming of the bay’s waters will make survival there difficult for northern species 
such as eelgrass and soft clams, while allowing southern species and invaders riding in ships’ ballast water 
to move in and change the mix of species that are caught and must be managed. Additionally, more acidic 
waters resulting from rising carbon dioxide levels will make it difficult for oysters to build their shells and will 
complicate the recovery of this key species.553

Multiple Stresses Confront Coastal Regions
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to absorb the storm surge of hurricanes 
such as Katrina.552 Shoreline retreat is 
occurring along most of the nation’s 
exposed shores.

The amount of sea-level rise likely to 
be experienced during this century 
depends mainly on the expansion of 
the ocean volume due to warming and 
the response of glaciers and polar ice 
sheets. Complex processes control the discharges from polar ice sheets and 
some are already producing substantial additions of water to the ocean.554 
Because these processes are not well understood, it is difficult to predict 
their future contributions to sea-level rise.90,555 

As discussed in the Global Climate Change section, recent estimates of 
global sea-level rise substantially exceed the IPCC estimates, suggesting 
sea-level rise between 3 and 4 feet in this century. Even a 2-foot rise in 
relative sea level over a century would result in the loss of a large portion 
of the nation’s remaining coastal wetlands, as they are not able to build new 
soil at a fast enough rate.164 Accelerated sea-level rise would affect sea-
grasses, coral reefs, and other important habitats. It would also fragment 
barrier islands, and place into jeopardy existing homes, businesses, and 
infrastructure, including roads, ports, and water and sewage systems. Por-
tions of major cities, including Boston and New York, would be subject to 
inundation by ocean water 
during storm surges or even 
during regular high tides.234

More spring runoff and warmer coastal waters 
will increase the seasonal reduction in oxygen 
resulting from excess nitrogen from agriculture.

Coastal dead zones in places such as the northern Gulf of 
Mexico556 and the Chesapeake Bay557 are likely to increase 
in size and intensity as warming increases unless efforts 
to control runoff of agricultural fertilizers are redoubled. 
Greater spring runoff into East Coast estuaries and the Gulf 
of Mexico would flush more nitrogen into coastal waters 
stimulating harmful blooms of algae and the excess produc-
tion of microscopic plants that settle near the seafloor and 
deplete oxygen supplies as they decompose. In addition, all 
else being equal, greater runoff reduces salinity, which when 
coupled with warmer surface water increases the difference 
in density between surface and bottom waters, thus pre-
venting the replacement of oxygen in the deeper waters. As 
dissolved oxygen levels decline below a certain level, living 
things cannot survive. They leave the area if they can, and die 
if they cannot.

A “ghost swamp” in south Louisiana 
shows the effects of saltwater intrusion.

Dead Zones in the 
Chesapeake Bay

Climate change is likely to expand and intensify 
“dead zones,” areas where bottom water is de-
pleted of dissolved oxygen because of nitrogen 
pollution, threatening living things.

Wicks et al.558

Projected Sea-Level Rise
by 2100

Estimates of sea-level rise by the end 
of the century for three emissions 
scenarios.91 Intergovernmental Panel 
on Climate Change 2007 projections 
(range shown as bars) exclude changes 
in ice sheet flow.90 Light blue circles 
represent more recent, central estimates 
derived using the observed relationship 
of sea-level rise to temperature.103 Areas 
where coastal land is sinking, for example 
by as much as 1.5 feet in this century 
along portions of the Gulf Coast, would 
experience that much additional sea-level 
rise relative to the land.128

Meehl et al.90; Rahmstorf103
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Coastal waters are very likely to continue to warm by 
as much 4 to 8°F in this century, both in summer and 
winter.234 This will result in a northward shift in the 
geographic distribution of marine life along the coasts; 
this is already being observed.70,347 The shift occurs 
because some species cannot tolerate the higher tem-
peratures and others are out-competed by species from 
farther south moving in.270 Warming also opens the door 
to invasion by species that humans are intentionally or 
unintentionally transporting around the world, for ex-
ample in the ballast water carried by ships. Species that 
were previously unable to establish populations because 
of cold winters are likely to find the warmer conditions 
more welcoming and gain a foothold,567 particularly 
as native species are under stress from climate change 
and other human activities. Non-native clams and small 
crustaceans have already had major effects on the San 
Francisco Bay ecosystem and the health of its fishery 
resources.559

Higher water temperatures and ocean 
acidification due to increasing atmospheric 
carbon dioxide will present major additional 
stresses to coral 
reefs, resulting 
in significant die-
offs and limited 
recovery.

In addition to carbon 
dioxide’s heat-trapping 
effect, the increase in 
its concentration in the 
atmosphere is gradually 
acidifying the ocean. 
About one-third of the 
carbon dioxide emitted 
by human activities has 
been absorbed by the 
ocean, resulting in a de-
crease in the ocean’s pH. 
Since the beginning of 
the industrial era, ocean 
pH has declined demon-
strably and is projected 
to decline much more by 
2100 if current emissions 
trends continue. Further 
declines in pH are very 

likely to continue to affect the ability of living things 
to create and maintain shells or skeletons of calcium 
carbonate. This is because at a lower pH less of the dis-
solved carbon is available as carbonate ions (see Global 
Climate Change).70,259 

Ocean acidification will affect living things including 
important plankton species in the open ocean, mollusks 
and other shellfish, and corals.22,23,70,259 The effects on 
reef-building corals are likely to be particularly severe 
during this century. Coral calcification rates are likely 
to decline by more than 30 percent under a doubling of 
atmospheric carbon dioxide concentrations, with erosion 
outpacing reef formation at even lower concentrations.22 
In addition, the reduction in pH also affects photosyn-
thesis, growth, and reproduction. The upwelling of 
deeper ocean water, deficient in carbonate, and thus 
potentially detrimental to the food chains supporting 
juvenile salmon has recently been observed along the 
U.S. West Coast.259 

Acidification imposes yet another stress on reef-building 
corals, which are also subject to bleaching – the expul-
sion of the microscopic algae that live inside the corals 

Calcium Carbonate Saturation in Ocean Surface Waters

Corals require the right combination of tempera-
ture, light, and the presence of calcium carbon-
ate (which they use to build their skeletons). As 
atmospheric carbon dioxide levels rise, some of 
the excess carbon dioxide dissolves into ocean 
water, reducing its calcium carbonate saturation. 
As the maps indicate, calcium carbonate saturation 
has already been reduced considerably from its 
pre-industrial level, and model projections suggest 
much greater reductions in the future. The blue 
dots indicate current coral reefs. Note that under 
projections for the future, it is very unlikely that 
calcium carbonate saturation levels will be adequate 
to support coral reefs in any U.S. waters.219

NAST219
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and are essential to their survival – as a result of heat 
stress70 (see Ecosystems sector and Islands region). 
As a result of these and other stresses, the corals that 
form the reefs in the Florida Keys, Puerto Rico, Ha-
waii, and the Pacific Islands are projected to be lost if 
carbon dioxide concentrations continue to rise at their 
current rate.560 

Changing ocean currents will affect  
coastal ecosystems.

Because it affects the distribution of heat in the 
atmosphere and the oceans, climate change will af-
fect winds and currents that move along the nation’s 
coasts, such as the California Current that bathes the 
West Coast from British Columbia to Baja Califor-
nia.70 In this area, wind-driven upwelling of deeper 
ocean water along the coast is vital to moderation 
of temperatures and the high productivity of Pacific 
Coast ecosystems. Coastal currents are subject to 
periodic variations caused by the El Niño-Southern 
Oscillation and the Pacific Decadal Oscillation, which 

have substantial effects on the success of salmon and other fishery resources. Climate change is expected to 
affect such coastal currents, and possibly the larger scale natural oscillations as well, though these effects 
are not yet well understood. The recent emergence of oxygen-depletion events on the continental shelf off 
Oregon and Washington (a dead zone not directly caused by agricultural runoff and waste discharges such 
as those in the Gulf of Mexico or Chesapeake Bay) is one example.561 

Adaptation:  Coping with Sea-Level Rise

Adaptation to sea-level rise is already taking place in three main categories: (1) 
protecting the coastline by building hard structures such as levees and seawalls 
(although hard structures can, in some cases, actually increase risks and worsen 
beach erosion and wetland retreat), (2) accommodating rising water by elevating 
or redesigning structures, enhancing wetlands, or adding sand from elsewhere to beaches (the latter 
is not a permanent solution, and can encourage development in vulnerable locations), and (3) planned 
retreat from the coastline as sea level rises.269 

Several states have laws or regulations that require setbacks for construction based on the planned 
life of the development and observed erosion rates.371 North Carolina, Rhode Island, and South 
Carolina are using such a moving baseline to guide planning. Maine’s Coastal Sand Dune Rules 
prohibit buildings of a certain size that are unlikely to remain stable with a sea-level rise of 2 feet. The 
Massachusetts Coastal Hazards Commission is preparing a 20-year infrastructure and protection plan 
to improve hazards management and the Maryland Commission on Climate Change has recently made 
comprehensive recommendations to reduce the state’s vulnerability to sea-level rise and coastal storms 
by addressing building codes, public infrastructure, zoning, and emergency preparedness. Governments 
and private interests are beginning to take sea-level rise into account in planning levees and bridges,  
and in the siting and design of facilities such as sewage treatment plants (see Adaptation box in 
Northeast region).

Pacific Coast “Dead Zone”
2006 to 2007

Climate change affects coastal currents that moderate ocean 
temperatures and the productivity of ecosystems. As such, it is 
believed to be a factor in the low-oxygen “dead zone” that has 
appeared along the coast of Washington and Oregon in recent 
years.561 In the maps above, blue indicates low-oxygen areas and 
purple shows areas that are the most severely oxygen depleted.

PISCO; NOAA-NWFSC; OSU/COAS562
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Both mitigation and adaptation decisions are becoming 
increasingly necessary. Advancing our knowledge in the 
many aspects of science that affect the climate system 
has already contributed greatly to decision making on 
climate change issues. Further advances in climate 
science including better understanding and projections 
regarding rainfall, storm tracks, storm intensity, heat 
waves, and sea-level rise will improve decision  
making capabilities.

The focus below, however, is on advancing our knowl-
edge specifically on climate change impacts and those 
aspects of climate change responsible for these impacts 
in order to continue to guide decision making. 

Recommendation 1:  
Expand our understanding of climate 
change impacts.

There is a clear need to increase understanding of 
how ecosystems, social and economic systems, human 
health, and infrastructure will be affected by climate 
change in the context of other stresses. New understand-
ing will come from a mix of activities including sus-
tained and systematic observations, field and laboratory 
experiments, model development, and integrated impact 
assessments. These will incorporate shared learning 
among researchers, practitioners (such as engineers and 
water managers), and local stakeholders.

Ecosystems 
Ecosystem changes, in response to changes in climate 
and other environmental conditions, have already been 
documented. These include changes in the chemistry 
of the atmosphere and precipitation, vegetation pat-
terns, growing season length, plant productivity, animal 
species distributions, and the frequency and severity of 
pest outbreaks and fires. In the marine environment, 

changes include the health of corals and other living 
things due to temperature stress and ocean acidification. 
These observations not only document climate-change 
impacts, but also provide critical input to understanding 
how and why these changes occur, and how changes in 
ecosystems in turn affect climate. In this way, records 
of observed changes can improve projections of future 
impacts related to various climate change scenarios. 

In addition to observations, large-scale, whole-ecosys-
tem experiments are essential for improving projections 
of impacts. Ecosystem-level experiments that vary 
multiple factors, such as temperature, moisture, ground-
level ozone, and atmospheric carbon dioxide, would 
provide process-level understanding of the ways eco-
systems could respond to climate change in the context 
of other environmental stresses. Such experiments are 
particularly important for ecosystems with the greatest 
potential to experience massive change due to the cross-
ing of thresholds or tipping points.

Insights regarding ecosystem responses to climate 
change gained from both observations and experiments 
are the essential building blocks of ecosystem simula-
tion models. These models, when rigorously developed 
and tested, provide powerful tools for exploring the 
ecosystem consequences of alternative future climates. 
The incorporation of ecosystem models into an integrat-
ed assessment framework that includes socioeconomic, 
atmospheric and ocean chemistry, and atmosphere-
ocean general circulation models should be a major goal 
of impacts research. This knowledge can provide a base 
for research studies into ways to manage critical ecosys-
tems in an environment that is continually changing. 

Economic systems, human health, and the 
built environment
As natural systems experience variations due to a 
changing climate, social and economic systems will 
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be affected. Food production, water resources, forests, 
parks, and other managed systems provide life support 
for society. Their sustainability will depend on how well 
they can adapt to a future climate that is different from 
historical experience. 

At the same time, climate change is exposing human 
health and the built environment to increasing risks. 
Among the likely impacts are an expansion of the 
ranges of insects and other animals that carry diseases 
and a greater incidence of health-threatening air pollu-
tion events compounded by unusually hot weather as-
sociated with climate change. In coastal areas, sea-level 
rise and storm surge threaten infrastructure including 
homes, roads, ports, and oil and gas drilling and distri-
bution facilities. In other parts of the country, floods, 
droughts, and other weather and climate extremes pose 
increasing threats. 

Careful observations along with climate and Earth 
system models run with a range of emissions scenarios 
can help society evaluate these risks and plan actions to 
minimize them. Work in this area would include assess-
ments of the performance of delivery systems, such as 
those for regional water and electricity supply, so that 
climate change impacts and costs can be evaluated in 
terms of changes in risk to system performance. It will 
be particularly important to understand when the effects 
on these systems are extremely large and/or rapid, 
similar to tipping points and thresholds in ecosystems.

In addition, the climate change experienced outside the 
United States will have implications for our nation. A 
better understanding of these international linkages, 
including those related to trade, security, and large-scale 
movements of people in response to climate change,  
is desirable. 

Recommendation 2: 
Refine ability to project climate change, 
including extreme events, at local scales.

One of the main messages to emerge from the past 
decade of synthesis and assessments is that while 
climate change is a global issue, it has a great deal of 
regional variability. There is an indisputable need to 
improve understanding of climate system effects at 
these smaller scales, because these are often the scales 
of decision making in society. Understanding impacts at 

local scales will also help to target finite resources for 
adaptation measures. Although much progress has been 
made in understanding important aspects of this vari-
ability, uncertainties remain. Further work is needed on 
how to quantify cumulative uncertainties across spatial 
scales and the uncertainties associated with complex, 
intertwined natural and social systems. 

Because region-specific climate changes will occur in 
the context of other environmental and social changes 
that are also region-specific, it is important to continue 
to refine our understanding of regional details, espe-
cially those related to precipitation and soil moisture. 
This would be aided by further testing of models against 
observations using established metrics designed to 
evaluate and improve the realism of regional  
model simulations. 

Continued development of improved, higher resolution 
global climate models, increased computational capac-
ity, extensive climate model experiments, and improved 
downscaling methods will increase the value of geo-
graphically specific climate projections for decision 
makers in government, business, and the  
general population. 

Extreme weather and climate events are a key com-
ponent of regional climate. Additional attention needs 
to be focused on improved observations (made on the 
relevant time and space scales to capture high-impact 
extreme events) and associated research and analysis of 
the potential for future changes in extremes. Impacts 
analyses indicate that extreme weather and climate 
events often play a major role in determining climate-
change consequences. 

Recommendation 3: 
Expand capacity to provide decision makers 
and the public with relevant information on 
climate change and its impacts.

The United States has tremendous potential to create 
more comprehensive measurement, archive, and data-
access systems and to convey needed information that 
could provide great benefit to society. There are several 
aspects to fulfilling this goal: defining what is most 
relevant, gathering the needed information, expanding 
the capacity to deliver information, and improving the 
tools for decision makers to use this information to the 



154 155

Global Climate Change Impacts in the United States An Agenda for Climate Impacts Science

154 155

Global Climate Change Impacts in the United States An Agenda for Climate Impacts Science

best advantage. All of these aspects should involve an 
interactive and iterative process of continual learning 
between those who provide information and those who 
use it. Through such a process, monitoring systems, 
distribution networks, and tools for using information 
can all be refined to meet user needs. 

For example, tools used by researchers that could also 
be useful to decision makers include those that analyze 
and display the probability of occurrence of a range of 
outcomes to help in assessing risks.

Improved climate monitoring can be efficiently 
achieved by following the Climate Monitoring Prin-
ciples recommended by the National Academy of 
Sciences and the Climate Change Science Strategic Plan 
in addition to integrating current efforts of governments 
at all levels. Such a strategy complements a long-term 
commitment to the measurement of the set of essential 
climate variables identified by both the Climate Change 
Science Program and the Global Climate Observing 
System. Attention must be placed on the variety of time 
and space scales critical for decision making.

Improved impacts monitoring would include informa-
tion on the physical and economic effects of extreme 
events (such as floods and droughts), available, for 
example, from emergency preparedness and resource 
management authorities. It would also include regular 
archiving of information about impacts.

Improved access to data and information archives could 
substantially enhance society’s ability to respond to 
climate change. While many data related to climate 
impacts are already freely and readily available to a 
broad range of users, other data, such as damage costs, 
are not, and efforts should be made to make them 
available. Easily accessible information should include 
a set of agreed-upon baseline indicators and measures 
of environmental conditions that can be used to track 
the effects of changes in climate. Services that provide 
reliable, well-documented, and easily used climate 
information, and make this information available to 
support users, are important.

Recommendation 4: 
Improve understanding of thresholds likely 
to lead to abrupt changes in climate or 
ecosystems.

Paleoclimatic data show that climate can and has 
changed quite abruptly when certain thresholds are 
crossed. Similarly, there is evidence that ecological 
and human systems can undergo abrupt change when 
tipping points are reached. 

Within the climate system there are a number of key 
risks to society for which understanding is still quite 
limited. Additional research is needed in some key 
areas, for example, identifying thresholds that lead to 
rapid changes in ice sheet dynamics. Sea-level rise is 
a major concern and improved understanding of the 
sensitivity of the major ice sheets to sustained warming 
requires improved observing capability, analysis, and 
modeling of the ice sheets and their interactions with 
nearby oceans. Estimates of sea-level rise in previous 
assessments, such as the recent Intergovernmental Panel 
on Climate Change 2007 report, did not fully quantify 
the magnitude and rate of future sea-level rise due to 
inadequate scientific understanding of potential insta-
bilities of the Greenland and Antarctic ice sheets. 

Tipping points in biological systems include the tem-
perature thresholds above which insects survive winter, 
and can complete two life cycles instead of one in a 
single growing season, contributing to infestations that 
kill large numbers of trees. The devastation caused by 
bark beetles in Canada, and increasingly in the U.S. 
West, provides an example of how crossing such a 
threshold can set off massive destruction in an ecosys-
tem with far-reaching consequences. 

Similarly, there is increasing concern about the 
acidification of the world’s oceans due to rising atmo-
spheric carbon dioxide levels. There are ocean acidity 
thresholds beyond which corals and other living things, 
including some that form the base of important marine 
food chains, will no longer be able to form the shells 
and other body structures they need to survive. Improv-
ing understanding of such thresholds is an important 
goal for future research.
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Recommendation 5:
Improve understanding of the most 
effective ways to reduce the rate and 
magnitude of climate change, as well as 
unintended consequences of such activities.

This report underscores the importance of reducing the 
concentrations of heat-trapping gases in the atmosphere. 
Impacts of climate change during this century and 
beyond are projected to be far larger and more rapid in 
scenarios in which greenhouse gas concentrations con-
tinue to grow rapidly compared to scenarios in which 
concentrations grow more slowly. Additional research 
will help identify the desired mix of mitigation options 
necessary to control the rate and magnitude of  
climate change. 
 
In addition to their intended reduction of atmospheric 
concentrations of greenhouse gases, mitigation options 
also have the potential for unintended consequences, 
which should also be examined in future research. For 
example, the production, transportation, and use of 
biofuels could lead to increases in water and fertilizer 
use as well as in some air pollutants. It could also create 
competition among land uses for food production, biofu-
els production, and natural ecosystems that provide 
many benefits to society. Improved understanding of 
such unintended consequences, and identification of 
those options that carry the largest negative impacts, 
can help decision makers make more informed choices 
regarding the possible trade-offs inherent in various 
mitigation strategies.

Recommendation 6:
Enhance understanding of how society can 
adapt to climate change.

There is currently limited knowledge about the ability 
of communities, regions, and sectors to adapt to future 
climate change. It is important to improve understand-
ing of how to enhance society’s capacity to adapt to a 
changing climate in the context of other environmental 
stresses. Interdisciplinary research on adaptation that 
takes into account the interconnectedness of the Earth 
system and the complex nature of the social, political, 
and economic environment in which adaptation deci-
sions must be made would be central to this effort.

The potential exists to provide insights into the possible 
effectiveness and limits of adaptation options that might 
be considered in the future. To realize this potential, 
new research would be helpful to document past re-
sponses to climate variability and other environmental 
changes, analyze the underlying reasons for them, and 
explain how individual and institutional decisions were 
made. However, human-induced climate change is 
projected to be larger and more rapid than any experi-
enced by modern society so there are limits to what can 
be learned from the past.

A major difficulty in the analysis of adaptation strate-
gies in this report has been the lack of information 
about the potential costs of adaptation measures, their 
effectiveness under various scenarios of climate change, 
the time horizons required for their implementation, 
and unintended consequences. These types of informa-
tion should be systematically gathered and shared with 
decision makers as they consider a range of adaptation 
options. It is also clear that there is a substantial gap 
between the available information about climate change 
and the development of new guidelines for infrastruc-
ture such as housing, transportation, water systems, 
commercial buildings, and energy systems. There are 
also social and institutional obstacles to appropriate 
action, even in the face of adequate knowledge. These 
obstacles need to be better understood so that they can 
be reduced or eliminated.

Finally, it is important to carry out regular assess-
ments of adaptation measures that address combined 
scenarios of future climate change, population growth, 
and economic development paths. This is an important 
opportunity for shared learning in which researchers, 
practitioners, and stakeholders collaborate using obser-
vations, models, and dialogue to explore adaptation as 
part of long-term, sustainable development planning. 
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Responding to changing conditions

Human-induced climate change is happening now, 
and impacts are already apparent. Greater impacts are 
projected, particularly if heat-trapping gas emissions 
continue unabated. Previous assessments have estab-
lished these facts, and this report confirms, solidifies, 
and extends these conclusions for the United States. It 
reports the latest understanding of how climate change 
is already affecting important sectors and regions. In 
particular, it reports that some climate change impacts 
appear to be increasing faster than previous assessments 
had suggested. This report represents a significant up-
date to previous work, as it draws from the U.S. Climate 
Change Science Program’s Synthesis and Assessment 
Products and other recent studies that examine how 
climate change and its effects are projected to continue 
to increase over this century and beyond. 

Climate choices

Choices about emissions now and in the coming years 
will have far-reaching consequences for climate change 
impacts. A consistent finding of this assessment is that 
the rate and magnitude of future climate change and 
resulting impacts depend critically on the level of global 
atmospheric heat-trapping gas concentrations as well as 
the types and concentrations of atmospheric particles 
(aerosols). Lower emissions of heat-trapping gases will 
delay the appearance of climate change impacts and 
lessen their magnitude. Unless the rate of emissions is 
substantially reduced, impacts are expected to become 
increasingly severe for more people and places. 

Similarly, there are choices to be made about adaptation 
strategies that can help to reduce or avoid some of the 
undesirable impacts of climate change. There is much 
to learn about the effectiveness of the various types of 
adaptation responses and how they will interact with 
each other and with mitigation actions. 

Responses to the climate change challenge will almost 
certainly evolve over time as society learns by doing. 
Determining and refining societal responses will be 
an iterative process involving scientists, policymakers, 
and public and private decision makers at all levels. 
Implementing these response strategies will require 
careful planning and continual feedback on the impacts 
of mitigation and adaptation policies for government, 
industry, and society.

The value of assessments

Science has revolutionized our ability to observe and 
model the Earth’s climate and living systems, to un-
derstand how they are changing, and to project future 
changes in ways that were not possible in prior genera-
tions. These advances have enabled the assessment of 
climate change, impacts, vulnerabilities, and response 
strategies. Assessments serve a very important function 
in providing the scientific underpinnings of informed 
policy. They can identify advances in the underlying 
science, provide critical analysis of issues, and highlight 
key findings and key unknowns that can guide decision 
making. Regular assessments also serve as progress 
reports to evaluate and improve policy making and other 
types of decision making related to climate change.
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Impacts and adaptation research includes complex 
human dimensions, such as economics, manage-
ment, governance, behavior, and equity. Compre-
hensive assessments provide an opportunity to 
evaluate the social implications of climate change 
within the context of larger questions of how com-
munities and the nation as a whole create sustain-
able and environmentally sound development paths.

A vision for future U.S. assessments

Over the past decade, U.S. federal agencies have 
undertaken two coordinated, national-scale efforts 
to evaluate the impacts of global climate change 
on this country. Each effort produced a report to 
the nation – Climate Change Impacts on the United 
States, published in 2000, and this report, Global 
Climate Change Impacts in the United States, 
published in 2009. A unique feature of the first 
report was that in addition to reporting the current 
state of the science, it created a national discourse 
on climate change that involved hundreds of sci-
entists and thousands of stakeholders including 

farmers, ranchers, resource managers, city planners, 
business people, and local and regional government 
officials. A notable feature of the second report is 
the incorporation of information from the 21 topic-
specific Synthesis and Assessment Products, many 
motivated by stakeholder interactions. 

A vision for future climate change assessments 
includes both sustained, extensive stakeholder 
involvement, and targeted, scientifically rigorous 
reports that address concerns in a timely fashion. 
The value of stakeholder involvement includes 
helping scientists understand what information 
society wants and needs. In addition, the problem-
solving abilities of stakeholders will be essential to 
designing, initiating, and evaluating mitigation and 
adaptation strategies and their interactions. The best 
decisions about these strategies will come when 
there is widespread understanding of the complex 
issue of climate change – the science and its many 
implications for our nation.
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I.  INTRODUCTION AND SUMMARY 
Extensive research shows that Washington and other western states already have 
experienced noticeable changes in climate and predicts that more change will 
occur in the future.1 Much of this change is having and will continue to have 
negative economic consequences. Some negative effects are readily recognized: 
warmer stream temperatures during summer stressing salmon and trout 
populations, prolonged drought destroying farmers’ crops, and rapidly growing 
insect populations attacking trees. In response, families, businesses, and 
communities are considering actions that would reduce the emissions of carbon 
dioxide and other greenhouse gases (GHGs) that contribute to climate change. 
Amid all this activity, many have concluded that such actions should not be 
undertaken because their costs are too great. They reach this conclusion, 
however, without first seeing what the costs would be of not taking these actions 
and allowing climate change to continue unabated.  

Until now, attempts to describe the costs of climate change have produced 
results that are too abstract to matter to most citizens. Some have estimated the 
global costs, but what does this mean to an average family in Washington? 
Others have looked at the costs that will materialize over the next several 
centuries, but what does that mean to people making decisions today? A few 
have attempted to describe the net costs of taking this or that action, but 
undermined their efforts by focusing mostly on describing the action and not 
providing a full, easily understandable description of the consequences of not 
taking it. 

The first step toward filling the gap was taken a few years ago by the Climate 
Leadership Initiative at the University of Oregon, which produced the first 
climate economic report for the State of Washington, Impacts of Climate Change on 
Washington’s Economy: A Preliminary Assessment of Risks and Opportunities.2 The 
study used information available at that time. The current report builds on that 
assessment and additional data available today. It illustrates some of the 
potential costs Washington’s families, businesses, and communities might incur 
over the next several decades if Washington, other states, the U.S., and other 
countries were to extend a business-as-usual approach to climate change. Under 
this approach, we assume behaviors do not change and the emissions of carbon 

                                                        

1 See, for example, the assessments of climate science and other reports prepared by the U.S. 
Climate Science Program: http://www.climatescience.gov, and the reports of the 
Intergovernmental Panel on Climate Change: http://www.ipcc.ch. 

2 Washington Economic Steering Committee and the Climate Leadership Initiative, Institute for a 
Sustainable Environment, University of Oregon. 2006. Impacts of Climate Change on Washington’s 
Economy: A Preliminary Assessment of Risks and Opportunities. November. Retrieved December 19, 
2008, from http://www.ecy.wa.gov/climatechange/economic_impacts.htm. The Institute 
produced a similar assessment of the impacts of climate change for the State of Oregon. See, 
Resource Innovations, Institute for a Sustainable Environment, University of Oregon. 2005. The 
Economic Impacts of Climate Change in Oregon: A Preliminary Assessment. October. Retrieved 
December 19, 2008, from http://climlead.uoregon.edu/publicationspress/Consensus_report.pdf 
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dioxide and other greenhouse gases would continue to grow at rates similar to 
those seen during recent years, leading to increases in global temperature such as 
those depicted in the high-emission scenarios described by the U.S. Climate 
Science Program, the Intergovernmental Panel on Climate Change (IPCC), and 
others.  

We take this approach with full recognition that it does not address all the 
potentially important effects of climate change on Washington’s economy. 
Moderate warming might have some positive economic effects for some 
Washingtonians, by boosting the output of some farmers, for example, or 
allowing some recreational activities to occur earlier in the spring and later in the 
autumn. Many of the most serious economic consequences of a business-as-usual 
approach to climate change will occur elsewhere, or beyond the next several 
decades, but still are important to today’s Washingtonians. As people in 
Washington become more familiar with the prospect of changes in climate they 
likely will take actions to mitigate the harm. All these concerns must be 
considered to have a complete picture of how climate change will affect 
Washington’s economy. This report provides only one piece of the picture: the 
potential gross costs that might materialize in this state over the next several 
decades, if societies here and elsewhere fail to address climate change by 
proceeding in a business-as-usual manner. 

To facilitate better understanding of our findings, we place each potential cost in 
a setting familiar to today’s Washingtonians, assuming that families, businesses, 
and communities will behave in the future essentially the same as they do today 
and that future prices relative to budgets will be essentially the same as today’s. 
That is, we assume that families, farms, and businesses will continue to go about 
their activities in a business-as-usual manner. Families will continue with 
consumption patterns similar to those of today, businesses will continue to 
produce products similar to their current ones, and communities will follow 
current behaviors to organize land-use, transportation, and other activities. In 
short, we provide an estimate of costs that might materialize if climate change is 
not reined in, not a forecast of how things will actually unfold. 

We anticipate that the information in this report will help families, businesses, 
and communities better understand the nature of the economic threats that 
climate change poses over the next several decades. We emphasize, however, 
that the scope of this report is limited. It illustrates only some of the potential 
costs that might materialize if Washington, other states, the U.S., and other 
countries were to fail to address climate change by carrying on in a business-as-
usual manner. Insufficient data currently exist, however, for us to account for all 
the potential costs. Hence, we encourage the reader to bear in mind that 
Washingtonians face substantial, multi-faceted costs in addition to those we 
describe here, both during the next several decades and beyond.  

Our analysis is structured as follows: in Section II, we present a conceptual 
framework for describing the potential negative economic effects of climate 
change. In Sections III and IV, we apply the framework and calculate 18 different 
types of potential costs. We divide these costs into two broad categories: the costs 
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produced by the effects of climate change, and the costs generated by some of the 
business-as-usual activities that contribute to climate change. In Section V, we 
discuss the potential implications for Washington’s households.  

The 19 costs we describe are already observable. Over time, they will be 
exacerbated by potential changes in temperature, precipitation and other climate 
characteristics, or by climate-related changes in the state’s ecosystems. The extent 
of the anticipated climate change is closely related to increases in the 
atmospheric concentration of carbon dioxide, which was about 260 to 280 parts 
per million (ppm) before the Industrial Revolution and has risen to about 385 
ppm today. Under our business-as-usual assumptions, the concentration would 
rise to about 400 ppm by 2020, 500 ppm by 2040, and 800 ppm by 2080.3 At these 
concentrations, climate modeling indicates that average global surface 
temperature could rise by more than 5°C (9°F) above pre-industrial levels by the 
end of this century (during the past century, the temperature rose 0.74°C (1.33°F), 
mostly in the past three decades).  

Economic costs would arise from undesirable changes in climate, ecosystems, or 
both. Higher temperatures would increase the incidence of heat-related health 
problems, for example, and ecosystem changes would reduce summertime 
stream flows. These and similar changes would impose economic costs on 
Washington’s families, businesses, and communities. In addition, 
Washingtonians would incur costs as they engage in practices that contribute to 
climate change, such as consuming electricity generated by burning coal and 
continuing with technologies and practices that waste energy. For each type of 
cost, we describe the mechanism that produces it, as well as the assumptions, 
data, and steps we take to calculate it.  

Figure 1 summarizes our findings, aggregating the 18 different costs into 9 
categories. By 2020, these costs total $3.8 billion per year. The major components 
of climate-change costs are potential health-related costs of about $1.3 billion per 
year, potential reductions in salmon populations, with a value of $530 million per 
year, and energy costs of about $220 million. In addition, continuing with the 
activities that contribute to climate change potentially would cost 
Washingtonians almost $1.4 billion per year in missed opportunities to 
implement energy-efficiency programs and about $19 million per year in health 
costs from burning coal. The combined total annual costs would increase with 
time, more than three-fold by 2080.  

If spread evenly, Washington’s households, on average, could incur annual costs 
of $1,250 per year by 2020. Of this amount, $540 relate to expenditures on energy, 

                                                        

3 These increases correspond to the A1FI scenario used by the Intergovernmental Panel on Climate 
Change (IPCC). The IPCC applies the label, business as usual, to another scenario, A2, but, since its 
development, it has understated the actual, business-as-usual emissions of greenhouse gases. 
Hence, we use the A1FI scenario, which we believe more closely represents the trajectory of 
emissions in a business-as-usual world. See, IPCC. 2007. Fourth Assessment Report. Retrieved 
January 22, 2009, from http://www.ipcc.ch/. 
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$440 relate to health-care costs, and $180 to the adverse effects of climate change 
on salmon populations. These costs are not negligible. The 2020 average of $1,250 
represents more than 2 percent of the current median household income in 
Washington. Analogously, the potential costs in 2040 represent more than 3 
percent of median household income and those in 2080 more than 5 percent of 
the income that half of the households in Washington earn in a year. 

We recognize that families, businesses, and communities in Washington may be 
able to offset or mitigate some of the potential costs in the near term by taking 
advantage of the potential economic benefits of climate change, such as increased 
production of some crops or reduced expenditures on heating, that might 
accompany moderate climate warming. Our aim, however, is not to describe this 
potential adjustment but to describe the potential consequences if such 
adjustments are not realized. Further investigation is required to determine the 
extent of these opportunities, but current evidence suggests they will not fully 

Figure 1. Potential Economic Costs in Washington Under a Business-as-Usual 
Approach to Climate Change, 2020, 2040, and 2080 (dollars per year) 

Potential Cost 2020 2040 2080 

Costs of Climate Change    

Increased Energy-Related Costs $222 million $623 million $1.5 million 

Reduced Salmon Populations $531 million $1.4 billion $3.0 billion 

Increased Coastal and Storm Damage  $72 million $150 million $352 million 

Reduced Food Production $35 million $64 million $364 million 

Increased Wildland Fire Costs $102 million $208 million $462 million 

Increased Health-Related Costs  $1.3 billion $2.2 billion $4.4 billion 

Lost Recreation Opportunities  $75 million $210 million $612 million 

Subtotal for Costs of Climate Change $2.3 billion $4.9 billion $10.7 billion 

Additional Costs from Business-as-Usual (BAU) Activities that Contribute to Climate Change 

Inefficient Consumption of Energy $1.4 billion $1.6 billion $2.2 billion 

Increased Health Costs from Coal-Fired Emissions $19 million $23 million $31 million 

Subtotal for Costs from BAU Activities $1.4 billion $1.6 billion $2.2 billion 

TOTAL $3.8 billion $6.5 billion $12.9 billion 

 Average Cost per Household per Year $1,250 $1,800 $2,750 
Source: ECONorthwest. 

Notes: These numbers illustrate different types of annual costs Washingtonians potentially would incur if society were to continue 
with a business-as-usual approach to climate change. There may be overlap between the values for some of the different types of 
costs. Nonetheless, adding the different types of costs probably seriously understates the total potential cost of climate change 
because the table excludes many additional types of climate-related costs that Washingtonians would incur under a business-as-
usual approach. The numbers do not indicate the net effect of climate change, as they do not represent a forecast of how the 
economy will respond to the different effects of climate change, or account for potential economic benefits that might materialize 
from moderate warming and other changes in climate.  



 

Climate Leadership Initiative vi ECONorthwest  

offset the costs likely to materialize with large increases in atmospheric 
concentrations of GHGs. 

Similarly, we recognize that there may be some overlap among our cost 
estimates and, hence, double counting when they are summed. We’re confident, 
however, that the potential costs that are not included in the calculations more 
than offset the double-counts, if any, and that the total potential costs of a 
business-as-usual approach to climate change are larger—perhaps far larger—
than the amounts shown in Figure 1.  

Some of these additional costs likely would materialize inside Washington over 
the next several decades. Figure 2 summarizes some of these additional costs, for 
which we were unable to find adequate documentation to quantify in this report.  

Far greater costs might materialize elsewhere or in future centuries, the result of 
a business-as-usual approach to climate change over the next few decades. If 
temperatures rise to the maximum levels predicted under the business-as-usual 

Figure 2. Some Potential Economic Costs Not Incorporated in this Report 

Potential Unquantified Cost 

Reduced productivity of nearshore marine environments 

Increased cooling costs for commercial and industrial businesses 

Increased costs for air conditioning and refrigeration in transportation 

Increased costs to cope with greater variability in weather conditions 

Increased pumping costs to replace surface water with groundwater for irrigation 

Increased regulatory costs for protecting additional threatened and endangered species 

Increased management costs for controlling invasive species 

Increased costs associated with flood and wind damage from more frequent and intense storms 

Reduced value of certain crops, such as tree fruits and nursery stock 

Increased costs associated with agricultural pests and diseases related to climate change 

Increased costs associated with fish and wildlife diseases related to climate change 

Reduced value of certain crops due to water stress 

Increased costs for families and businesses that move in response to climate change  

Reduced productivity of rangelands 

Increased health care costs related to expanded range of tropical and sub-tropical diseases  

Increased health care costs related to increased incidence of water- and food-borne diseases 

Reduced recreation opportunities due to increased wildland fires 

Reduced boating and other recreation opportunities due to decreased streamflows 

Increased costs to bring warmer streams into compliance with water-quality standards  

Increased insurance costs for storms, fires, sea-level rise and other effects of climate change 
Source: ECONorthwest 
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scenario, billions of people in less-developed countries likely would endure 
increased thirst and starvation, thousands of species would face extinction, sea 
levels would rise several meters. and vast areas of the oceans could become 
essentially barren. To the extent that these distant effects matter to today’s 
Washingtonians, the potential costs would be far greater than we indicate.  
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II.  CONCEPTUAL FRAMEWORK  
This analysis is concerned with the climate-related economic costs families, 
businesses, and communities in Washington might incur over the next several 
decades under a business-as-usual approach to climate change. This approach 
has two major assumptions. One is that Washington, other states, the U.S., and 
other countries will not take effective actions to rein in emissions of greenhouse 
gases (GHGs) and continue to engage in activities that drive climate change. We 
use the A1FI scenario described by the Intergovernmental Panel on Climate 
Change (IPCC) to represent the future evolution of emissions and atmospheric 
concentrations for GHGs, as it seems to trace most closely the recent trends in 
emissions.4  

The other major assumption we make in this analysis is that Washington’s 
households, businesses, and communities will continue to engage in behaviors 
and adopt technologies similar to those of today. This assumption has several 
strengths. It reflects the social and economic inertia that arises, for example, 
insofar as there exists a large amount of residential, commercial-industrial, and 
public capital built with little or no regard for climate change, and modifying or 
replacing it likely will take considerable time. It also facilitates both the analysis 
and the communication of our findings. Limited by time and money, we lacked 
the ability to construct a scenario of how Washingtonians will behave over the 
next 10, 30, and 70 years that is both more suitable and understandable than the 
scenario we used, which assumes that, absent major effort to rein in climate 
change, most families, businesses, and communities will try to continue doing 
tomorrow what they are doing today.  

These assumptions yield illustrations of costs that might materialize if business-
as-usual activities continue, but fall far short of a worst-case depiction of what 
the costs of climate change might be. Numerous recent reports of scientific 
studies, not represented in the most recent assessment of climate prospects by 
the IPCC from 2007, signal a growing probability that emissions of GHGs and 
average surface temperatures might rise faster than previously anticipated. Other 
studies signal a growing probability that, whatever the increase in emissions and 
temperatures, the effects of climate change will be more severe. Forests will die 
more rapidly, oceans will become less productive, ice sheets will melt more 
rapidly, epidemics of disease and pests will spread more quickly, and more. At 
the same time, meaningful progress on efforts to rein in the global emissions of 
GHGs has been slow, and many in the state continue to oppose proposals to 

                                                        

4 A recent analysis by the MIT Joint Program on the Science and Policy of Global Change confirms 
our choice of using IPCC’s A1FI scenario to represent business-as-usual conditions. Its analysis of 
uncertainties in emissions, the climate-system’s sensitivity to emissions, and the economy predicts 
a high probability of warming at levels that correspond to the likely range of the A1FI scenario. See 
Sokolov, A.P., P.H. Stone, C.E. Forest, R. Prinn, et al. 2009. Probabilistic Forecast for 21st Century 
Climate Based on Uncertainties in Emissions (without Policy) and Climate Parameters. Report No. 169. 
January. 
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reduce GHG emissions here or to prepare for climate changes that cannot be 
avoided. 

In the following sections we first provide an overview of climate-related risks, 
and then describe ways in which climate change might impose economic harm 
on this state. We then outline the specific steps we have taken to produce the 
illustrations of specific types of potential economic harm that we present in 
Sections III and IV. 

A. Overview of Climate-Related Risks 
Rapidly accelerating emissions of carbon dioxide, methane, and other GHGs 
since the beginning of the 20th century have increased the average global 
temperature by about 0.74°C (1.33°F), and altered precipitation patterns.5 These 
changes in climate have had and will continue to have negative effects on the 
well being of current and future generations of humans.6 These effects are 
expected to worsen at an increasing rate as atmospheric concentrations of GHGs 
increase and global temperatures rise even further.7 Figure 3 illustrates, briefly 
and incompletely, the potential impacts of each incremental increase in average 
global temperature. 

Based on this evidence, many have concluded that society should aim to rein in 
emissions of GHGs so the rise in temperature does not exceed 2°C (3.6°F). There 
is considerable uncertainty underlying such conclusions, however. As we 
understand the scientific reports, this uncertainty suggests that the economic 
risks associated with the smaller increases in temperature (and, hence, with the 
lower levels of emissions of GHGs) are higher than they first appear, insofar as: 

• Once set in motion, the processes of climate change cannot easily be 
reversed, if at all. Temperatures will continue to rise in response to GHGs 

                                                        

5 Intergovernmental Panel on Climate Change. 2007. Fourth Assessment Report. Retrieved January 
22, 2009, from http://www.ipcc.ch/ 

6 See, for example, Intergovernmental Panel on Climate Change. 2007. Fourth Assessment Report. 
Retrieved January 22, 2009, from http://www.ipcc.ch/. Some believe climate change is important 
not only for what it does for humans, but for its effects on the environment, apart from people. 
They suggest economics should consider those values, and there are good arguments for doing so. 
There similarly are good reasons for considering spiritual and other measures of the value of 
climate change that lie outside the direct purview of economics. Here, however, we focus on the 
economic connections between climate change and people. We do so not just to keep our task from 
becoming intractable but also because this relationship underlies many, if not most, of the 
motivation for human actions to restrict emissions of greenhouse gases and to prepare for 
unavoidable changes in climate. We take a broad view, though, of the ways in which climate 
change might affect the economic dimensions of human standards of living and quality of life. 

7 Intergovernmental Panel on Climate Change. 2007. Fourth Assessment Report. Retrieved January 
22, 2009, from http://www.ipcc.ch/; Lynas, M. 2008. Six Degrees: Our Future on a Hotter Planet. 
New York: National Geographic Society; Stern, N. 2006. The Economics of Climate Change: The Stern 
Review. Cambridge, United Kingdom: Cambridge University Press. Retrieved October 30, 2006, 
from http://www.hm-treasury.gov.uk/independent_reviews/stern_review_economics_ 
climate_change/stern_review_report.cfm 
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already in the atmosphere, and additional GHG emissions will only 
reinforce the momentum. There may be no corrective actions available to 
arrest or reverse some of the processes, and their ecological and economic 
consequences, once they have been triggered. 

• Some major impacts of climate change are occurring faster than 
anticipated. Sea ice in the Arctic Ocean is melting at rates unforeseen by 
the IPCC in its 2007 integrated assessment of climate-related research 
through the early part of 2007.8 The melting of the sea ice means that solar 
energy that the ice would reflect now will be absorbed by open water, 

                                                        

8 Stroeve, J., M. Holland, W. Meir, T. et al. 2007. “Arctic Sea Ice Decline: Faster than Forecast.” 
Geophysical Research Letters 34: L09501, doi:10.1029/2007GL029703. 

Figure 3. Potential Impacts of Incremental Increases in Average Global Temperature  

1°C (1.8°F) Increased potential for prolonged drought, converting some parts of the American West to 
sandy deserts, on a scale much larger than the 1930s Dustbowl. 

2°C (3.6°F) Small mountain glaciers will disappear and mountain snowpack diminish, as will stream 
flows dependent on snow melt. Large areas of the oceans will become too acidic for 
organisms with calcium carbonate shells, and for many species of plankton, the basis of 
the marine food chain. Onset of irreversible melting of the Greenland ice sheet would 
raise sea levels by about seven meters. Heat waves similar to the most extreme in recent 
history likely would occur every year in many places. About one-third of all species around 
the globe may be driven to extinction. Increased risk of hunger for many communities, 
especially in Africa and Asia. 

3°C (5.4°F) An increase of this magnitude could be a tipping point that causes climate change to 
become uncontrollable. The middle areas of North America likely would become deserts. 
Extreme weather, such as hurricanes, may become more intense, doubling damage costs 
in the U.S. Millions, perhaps billions may face famine from extreme drought, flooding, and 
insect infestations. Perhaps 50 percent of species face extinction. 

4°C (7.2°F) The West Antarctic ice sheet may collapse and raise sea levels another five meters. Crop 
yields likely would continue to fall in many regions. Significant shortages of water may 
affect more than a billion people, as some areas may see runoff increase by one-third. 
Perhaps 50 percent of species face extinction. Conditions typical of the Sahara Desert 
probably will materialize across southern Europe.  

5°C (9.0°F) Entire regions of the Earth might see major declines in crop production and ecosystems 
unable to maintain their current form. Forest fires, droughts, flooding, and heat waves will 
increase in intensity. Increasing probability of abrupt, large-scale shifts in the climate 
system, e.g., tropical conditions, may materialize in Arctic regions. Rising sea level 
threatens major coastal cities. 

6°C (10.8°F) The Earth would experience climate conditions associated with a period, about 250 million 
years ago, that saw perhaps 95 percent of all species go extinct. 

Source: ECONorthwest, adapted from Intergovernmental Panel on Climate Change. 2007. Fourth Assessment Report. Retrieved 
January 22, 2009, from http://www.ipcc.ch/; Lynas, M. 2008. Six Degrees: Our Future on a Hotter Planet. New York: National 
Geographic Society; and Stern, N. 2006. The Economics of Climate Change: The Stern Review. Cambridge, United Kingdom: 
Cambridge University Press. Retrieved October 30, 2006, from http://www.hm-treasury.gov.uk/independent_reviews/ 
stern_review_economics_ climate_change/stern_review_report.cfm; and  
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further accelerating increases in temperature. Some ice structures in the 
Antarctic Peninsula also are melting faster than expected.9 The global sea 
level has been rising faster than expected, and recent analyses conclude 
during this century it will rise twice as much as IPCC predicted in 2007.10 
The processes that enable the oceans and other elements of the global 
ecosystem to remove GHGs from the atmosphere are slowing down 
faster than anticipated.11 Trees in the U.S. and Canada are dying at 
unforeseen rates, so that some forests, rather than increasing their 
removal of carbon dioxide from the atmosphere, are contributing the 
greenhouse gas to the atmosphere.12 

• Recent research suggests that, for a given concentration of GHGs in the 
atmosphere, the temperature will rise higher than previously anticipated. 
The 2007 report of the IPCC, for example, reported that, if carbon dioxide 
concentrations were to stabilize in the range of 350 to 400 ppm, warming 
likely would stabilize within the range of 2°C to 2.4°C (3.6°F to 4.3°F), but 
it warned that larger temperature increases might occur.13 Research not 
represented in the IPCC report looks more directly at the possibility that 
temperatures will increase faster than expected. The authors of one recent 
paper find that, if carbon dioxide concentrations stabilize at 450 ppm (or 
higher) there is a substantial probability that the increase in temperature 
will rise to 6°C (10.8°F).14  

• The atmospheric concentration of GHGs has been rising faster than 
expected.15 The acceleration stems from faster than expected burning of 

                                                        

9 Pritchard, H.D. and D.G. Vaughan. 2007. “Widespread Acceleration of Tidewater Glaciers on the 
Antarctic Peninsula.” Journal of Geophysical Research 112: F03S29. 

10 Rahmstorf, S., et al. 2007. “Recent Climate Observations Compared to Projections.” Science 
316(5825): 709; and Rohling, E.J., et al. 2008. “High Rates of Sea-Level Rise During the Last 
Interglacial Period.” Nature Geoscience 1: 38-42. 

11 Le Quéré, C., et al. 2007. “Saturation of the Southern Ocean CO2 Sink Due to Recent Climate 
Change.” Science 316(5832): 1735-1738. 

12 Van Mantgem, P.J., N.L. Stephenson, J.C. Byrne, et al. 2009. “Widespread Increase of Tree 
Mortality Rates in the Western United States.” Science. 323:521-524. January 23; and Kurz, W.A., 
C.C. Dymond, G. Stinson, G.J. Rampley, et al. 2009. “Mountain Pine Beetle and Forest Carbon 
Feedback to Climate Change.” Nature. 452:987-990. April 24. 

13 Solomon, S., D. Qin, M. Manning, M. Marquis, et al. (eds.). 2007. Climate Change 2007: The 
Physical Science Basis. Intergovernmental Panel on Climate Change Working Group I. New York: 
Cambridge University Press. An average global temperature increase of 2°C to 2.4°C (3.6°F to 
4.3°F) would mean higher temperature increases over land and in some regions. Scientists 
anticipate that the increase in temperatures over land will be larger than the global average 
increase, perhaps as great as two times larger, because land absorbs more heat than the oceans. 

14 Hansen, J., et al. 2008. “Target Atmospheric CO2: Where Should Humanity Aim?” Retrieved 
January 14, 2009, from http://www.columbia.edu/~jeh1/2008/TargetCO2_ 20080407.pdf  

15 Raupach, M.R., et al. 2007. “Global and Regional Drivers of Accelerating CO2 Emissions.” 
Proceedings of the National Academy of Sciences 104(24): 10288-10293. 
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fossil fuels for electricity, transportation and other purposes, but also 
from other contributing factors, such as a slowing in oceanic absorption 
of carbon dioxide and unexpected releases of methane, a potent GHG, 
trapped in soils.16 Several authorities have warned of the potential 
consequences. The authors of one study of past changes in climate 
concluded, for example, that warmer temperatures likely would 
accelerate the emission of GHGs into the atmosphere, and “promote 
warming by an extra 15 to 78 percent on a century scale” relative to the 
projections presented by the IPCC.17  

• Leading researchers are urgently calling for faster and steeper 
curtailment of GHG emissions to prevent catastrophic damage from 
climate change. The International Energy Agency has observed that, 
given the recent rapid increases in the burning of fossil fuels, the average 
global temperature will rise 6°C (10.8°F) unless there is a quick and 
rigorous change in policy.18 The head of Britain’s Met Office recently 
warned that, if emissions keep rising, the average temperature could 
increase by more than 5°C (9°F) by the end of the century.19 Some 
scientists conclude that, to sustain climatic and ecological conditions 
similar to those that have existed during the development of human 
civilization, society must do more than just arrest growth in the 
atmospheric concentration of GHGs, it will have to be reduce them below 
the current level, with the concentration of carbon dioxide falling to no 
more than 350 ppm within the next several decades.20 

Not all of these (and many related) impacts would occur immediately. There is 
considerable uncertainty about how long it would take for some of the impacts to 
materialize, but some of the most extreme impacts likely would not materialize 

                                                        

16 Park, G.-H., K. Lee, and P. Tishchenko. 2008. “Sudden, Considerable Reduction in Recent Uptake 
of Anthropogenic CO2 by the East/Japan Sea.” Geophysical Research Letters 35: L23611, .; Le Quéré, 
C., M. Raupach, P. Ciais, T. Conway, et al. 2008. “Carbon Budget 2007.” Global Carbon Project. 
Retrieved January 6, 2009, from http://www.globalcarbonproject.org/carbontrends/index.htm; 
and Canadell, J.G., C. Le Quéré, M.R. Raupach, C. B. Field, et al. 2007. “Contributions to 
Accelerating Atmospheric CO2 Growth from Economic Activity, Carbon Intensity, and Efficiency 
of Natural Sinks.” Proceedings of the National Academy of Science 104 (47): 18899-18870. For additional 
references, see http://www.globalcarbonproject.org/carbontrends/index.htm#References. 

17 Scheffer, M., V. Brovkin, and P.M. Cox. 2006. “Positive Feedback between Global Warming and 
Atmospheric CO2 Concentration Inferred from Past Climate Change.” Geophysical Research Letters 
33, L10702, DOI: 10.1029/2005GL025044. 

18 International Energy Agency. 2008. Energy Technology Perspectives: Scenarios and Strategies to 2050, 
Executive Summary. Retrieved January 15, 2009, from http://www.iea.org/Textbase/npsum/ 
ETP2008SUM.pdf 

19 Pope, V. 2008. “Met Office Warn of ‘Catastrophic Rise’ in Temperature.” (London) Times Online. 
December 19. Retrieved January 14, 2009, from http://www.timesonline.co.uk/tol/news/ 
environment/article5371682.ece 

20 Hansen, J., et al. 2008. “Target Atmospheric CO2: Where Should Humanity Aim?” Retrieved 
January 14, 2009, from http://www.columbia.edu/~jeh1/2008/TargetCO2_ 20080407.pdf 
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for decades or centuries. This delay does not, however, mean that the far-distant 
impacts have no economic relevance today. Decisions now that affect the 
atmospheric concentration of GHGs may set in motion climate-relate processes 
that lead to irreversible consequences. Moreover, current Washington residents 
may have strong feelings, and thus realize a marked reduction in their economic 
well-being, knowing that today’s decisions might have catastrophic 
consequences for future generations. 

Having recognized the importance of these more distant and extreme effects, we 
now set them aside, and focus on the task at hand: describing the business-as-
usual potential harm of climate change for families, businesses, and communities 
in Washington over the next several decades. In the next section we describe the 
general mechanisms through which such harm can materialize in this context. 

B. Climate Change and the Economy  
Figure 4 illustrates some of the potential changes in climate expected over the 
next two decades. The top two maps depict the average annual temperature (left) 
and heat waves (right), and the bottom two maps depict the annual average 
precipitation (left) and extreme precipitation (right) expected by about 2030, 
relative to conditions in about 1990, under a middle-of-the-road scenario 
regarding future emissions of GHGs and their impacts. These anticipated 
changes point toward some of the ways that climate change can impose harm on 
the western states. The lower left map, for example, shows that the southwestern 
region can expect reductions—marked reductions in some areas—in 
precipitation, while some of the northern parts of the region likely will see 
precipitation increase. Individually and together, these maps indicate the 
potential for some or all in the region to realize economic harm through any 
number of mechanisms: increased droughts and floods, higher air-conditioning 
costs to cope with higher temperatures, higher incidence of morbidity and 
mortality for those without access to air conditioning, more frequent wildfires, 
loss of habitat for important species—the list is perhaps without end.21 Moreover, 
under a business-as-usual scenario, the physical changes depicted in Figure 4, 
and thus the resulting economic impacts, would likely be magnified. 

To provide some structure for thinking about the different ways in which climate 
changes can produce economic harm, Figure 5 identifies different types of 
change that can generate harm and the different ways in which harm might 
materialize. In some cases, the harm can originate directly from a change in the 
climate itself, through changes in temperature, precipitations, or storms and 
other extreme events. An increase in heat waves, for example, might increase the 
incidence of heat-related human illness and death,22 high temperatures plus 
                                                        

21 We understand that the results from the temperature models generally are more robust than the 
results from the precipitation models. Nonetheless, most models generally support the 
expectations indicated by the lower left map in Figure 4. 

22 See, for example, Kalkstein, L.S. and J.S. Greene. 2007. An Analysis of Potential Heat-Related 
Mortality Increases in U.S. Cities under a Business-as-Usual Climate Change Scenario. Environment 
America. September 6. Retrieved January 13, 2008, from http://www.environmentamerica.org/ 
uploads/Js/tF/JstFE5oHrsQJi5ifIA931Q/Heat-Mortality_Report_.pdf 
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reduced precipitation might reduce the productivity of crops that wither under 
drought conditions,23 and higher flooding from more severe storms might 
damage property, disrupt commerce, and take lives.24 

                                                        

23 See, for example, Hatfield, J., et al. 2008. “Agriculture.” The Effects of Climate Change on Agriculture, 
Land Resources, Water Resources, and Biodiversity in the United States. U.S. Climate Change Science 
Program and the Subcommittee on Global Change Research. Washington D.C., USA. 

Figure 4. Expected Changes in Annual Temperature, Heat Waves … 

 

… Annual Precipitation and Extreme Precipitation, 2030 Relative to 1990 

 
Source: Tebaldi, C., K. Hayhoe, J.M. Arblaster, and G.A. Meehl. 2006. “Going to the Extremes; An 
Intercomparison of Model-Simulated Historical and Future Changes in Extreme Events.” Climatic Change 
79(3-4): 185-211. Adapted by Lawrence Buja and Julie Arblaster. Retrieved January 21, 2009, from 
http://www.cgd.ucar.edu/ccr/climate_change_gallery_test/ 

Note: Please refer to the original source for definitions and descriptions of units displayed in each figure. 
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In other cases, climate change indirectly diminishes well-being by inducing 
changes in ecosystems or social systems. Warmer temperatures have been 
associated, for example, with ecosystem changes, such as epidemic outbreaks of 
insects that kill pine trees and reduce the productivity of the timber industry,25 
rises in sea level that erode ocean-front property and increase the cost of 
maintaining coastal homes and highways,26 and contractions of fish habitat that 
diminish salmon populations and eliminate opportunities for recreational 
fishing.27 Climate-related changes in social systems that can diminish economic 
well-being might arise if families and businesses conclude they must move to 
avoid the effects of climate change, or if the costs of climate change fall 
disproportionately on poor families and communities, diminishing their 
prospects for climbing out of poverty.  

The bottom of Figure 5 illustrates that climate-related economic harm can occur 
in several ways. This summary illustrates each mechanism in greater detail: 

• Reduction in human health and other constituents of quality of life. 

Hotter temperatures can increase human mortality; reductions in 
stream flows can reduce boating, fishing, and other recreational 
opportunities. 

• Reduction in the value of assets or in the level of income. 

Increased flooding from climate-related storms can reduce the value 
of exposed properties and disrupt employment for workers at 
commercial and industrial enterprises in low-lying areas. 

• Increase in climate-related expenditures and, hence, decrease in income 
available for other purposes. 

Households, businesses, and government are likely to increase 
spending on health-related issues in response to higher temperatures, 
leaving less money for discretionary household spending, business 
investment and profits, and government services. 

                                                                                                                                                       

24 See, for example, Munich Re Group. 2008. Catastrophe Figures for 2008 Confirm that Climate 
Agreement is Urgently Needed. December 29. Retrieved January 16, 2009, from 
http://www.munichre.com/ en/press/press_releases/2008/2008_12_29_press_release.aspx 

25 See, for example, Carroll, A., S. Taylor, J. Regniere, and L. Safranyik. 2004. “Effects of Climate 
Change on Range Expansion by the Mountain Pine Beetle in British Columbia.” In T.L. Shore, J.E. 
Brooks, and J.E. Stone, (eds.) Mountain Pine Beetle Symposium: Challenges and Solutions. October 30-
31, 2003, Kelowna, British Columbia, Canada. Natural Resources Canada, Canadian Forest Service, 
Pacific Forestry Centre, Victoria, British Columbia, Information Report BC-X-399. Pp. 223-232. 

26 See, for example, Mote, P., A. Petersen, S. Reeder, et al. 2008. Sea Level Rise in the Coastal Waters of 
Washington State. University of Washington Climate Impacts Group and the Washington 
Department of Ecology. January. 

27 See, for example, United States Environmental Protection Agency. 1995. Ecological Impacts from 
Climate Change: An Economic Analysis of Freshwater Recreational Fishing. EPA Report No. 220-R-95-
004. April. 
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• Reduction in the value of goods and services derived from the ecosystem. 

Changes in climate can diminish an ecosystem’s ability to provide 
valuable goods and services, such as those illustrated in Figure 5. The 
reduced supply of ecosystem goods and services can reduce the 
quality of life in a community and increase costs for families, 
businesses, and governments. 

Figure 5. Changes in Climate Can Have Negative Effects on the Economy 
Over the Next Several Decades  

Changes in Climate…   
Higher Temperatures 
Increases in short- and long-run temperatures. 

Changes in Precipitation 
Decreases or increases in snow or rain, and shifts in 
seasonal precipitation patterns. 

Increases in Extreme Events 
More frequent or more severe storms, droughts, heat waves. 

Climate-Related Changes in Ecosystems  
Losses of habitat for species of concern, increases in 
undesired species (diseases and pests), reductions in 
ecosystemsʼ ability to produce desired goods and services. 

Climate-Related Changes in Social Systems 
Increases in climate-related expenditures, behaviors, and 
institutions, including migrations of population and 
economic activity away from areas facing high climate-
related risks. 

…can lead to…  Economic Harm  
Economic Costs 
Reductions in the value of goods and services  
available to society. 

Negative Economic Impacts 
Reductions in jobs, income, and related variables. 

Increases in Risk and Uncertainty 
Risk: Higher probability that harmful events will materialize in the 
future, or that harmful events will become more severe, or both. 
Uncertainty: Diminished ability to anticipate the future. 

Increases in Unprecedented Economic Conditions 
Information costs, adaptation costs, and increased economic 
impacts. 

Increases in Undesirable Distribution of Economic Well-Being 
The effects of climate change accrue in a manner people consider 
to be unfair and inappropriate.  
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• Loss of employment or reduction in employment opportunities. 

Workers may be harmed when climate-related events, such as floods 
or wildland fires, cause them to lose their jobs and incomes. The 
indirect effects of climate change also may lead to similar outcomes, 
as businesses move away from areas affected by drought to areas 
with greater availability of water.  

• Increase in risk or uncertainty about future economic conditions. 

All else equal, the economic well-being of most families, businesses, 
and communities is diminished when they experience higher risk, i.e., 
a higher probability of having bad things happen to them, and greater 
uncertainty about the probability that such events will occur. The 
prospect of climate change increases both.  

• Increase in unprecedented economic conditions. 

Preparation for and adaptation to new conditions will generate new 
costs that were not necessary to address similar concerns in the past. 
Climatic, environmental, and economic variations in the past provide 
reference for families, businesses and communities to anticipate 
impacts and adapt their activities. Insofar as climate change generates 
conditions not experienced in the past, preparation and adaptation 
will be more costly in terms of requiring new information, 
institutions, infrastructure, and behaviors.  

• Undesirable shift in the distribution of wealth, income, and other 
indicators of economic well-being. 

Many Americans may experience harm when climate change, or 
changes in ecosystems and social systems that stem from it, generate 
economic benefits for one group while imposing costs on another, 
especially if the latter is poor or otherwise disadvantaged. Similar 
harm may occur if changes in climate cause the extinction of species 
or the loss of notable landscapes and other natural resources so they 
will not be available to future generations. 

Washingtonians potentially will incur additional costs not as a result of changes 
in climate but from activities that contribute to climate change. We examine two 
of these. One is the cost households and businesses would incur by continuing 
with technologies and behaviors that inefficiently use energy, even though more-
efficient alternatives are available at little or no cost. The other is the health-
related cost individuals and families would incur by being exposed to harmful 
pollutants produced by burning coal to produce electricity. 

The analysis we present in Section III focuses on the potential economic costs of 
changes in climate, ecosystems, and social systems. Washingtonians potentially 
will incur additional costs not as a result of changes in climate but from activities 
that contribute to climate change. We examine two of these in Section IV. One is 
the cost households and businesses would incur by continuing with technologies 
and behaviors that inefficiently use energy, even though more-efficient 
alternatives are available at little or no cost. The other is the health-related cost 
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individuals and families would incur by being exposed to harmful pollutants 
produced by burning coal to produce electricity. In the following section, we 
describe our analytical approach to quantifying these costs. 

C.  Calculating the Business-As-Usual Potential 
Economic Harm 

Our objective is to illustrate the potential economic harm to families, business, 
and communities in Washington over the next several decades under conditions 
likely to materialize if society continues to conduct its affairs without an effective 
program to rein in GHGs. We call this the business-as-usual potential economic 
harm.  

The reasoning underlying the calculation is straightforward. We begin with a 
credible, quantitative estimate of a climate-related potential worsening in some 
factor (public health, agricultural production, energy costs, etc.) that contributes 
to the economic well being of families, businesses, or communities in 
Washington. We then multiply this times a credible estimate of the per-unit 
value of the factor. The product is an initial estimate of the potential harm per 
year.  

We complete our calculations by adjusting the initial estimate to represent 
business-as-usual expectations for three target years: 2020, 2040, and 2080. This 
adjustment may have three steps. First, if the literature provides estimates of the 
quantitative impact of climate change for years other than a target year (2020, 
2040, or 2080), we linearly interpolate to get a value for a target year when it falls 
between two values available from the literature, or linearly extrapolate when it 
falls outside them. For example, the maps in Figure 3 show expected changes in 
climate from 1990 to 2030. If we were to use the underlying data for our 
calculation, we would interpolate to find the expected change in 2020, and 
extrapolate to find the expected change in 2040 and 2080. The values would be 
70, 125, and 225 percent of the 1990 to 2030 change. We anticipate that linear 
interpolative and extrapolative adjustments likely understate and overstate the 
impact in the target year, respectively, as the underlying climate relationships 
apparently are nonlinear. 

Second, we adjust the initial estimate to account for business-as-usual conditions. 
This adjustment is required because most of the studies that offer a quantitative 
estimate of the impact of future climate change employ a scenario of emissions, 
temperature, and climate that assumes business-as-usual behaviors will not 
continue (i.e., society begins to act to rein in emissions). Other studies employ 
middle-of-the-road assumptions about the sensitivity of temperature and climate 
to GHG emissions, and thus potentially underestimate the possible effects of 
climate change. Accordingly, we adjust our initial estimate of the potential harm 
to reflect more closely what it would be under a business-as-usual scenario, 
based on differences among scenario assumptions of CO2 concentrations in a 
given time period. For this exercise, we employ Scenario A1FI, as represented by 
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the IPCC.28 We anticipate that using this scenario may still understate the 
potential harm under business-as-usual conditions, as actual emissions in recent 
years have exceeded the level embedded in the scenario, and recent research 
suggests the climate and ecosystem may be more sensitive than previously 
anticipated to increases in greenhouse gases. Figure 6 lists the adjustment factors 
applicable to the calculations we present in Section III. As Figure 6 shows, the 
differences between A1FI and the other emission scenarios are fairly small for 
2020 and 2040 but they increase substantially by 2080. 

Third, we adjust for anticipated changes in population. This adjustment is 
appropriate, for example, when a study estimates the future impact of higher 
temperatures on human morbidity, expressed as a change in the death rate per 
hundred-thousand population. We adjust the population of Washington, 
assuming it will experience population growth at the rates estimated by the state 
through 2030, and for the nation as a whole by the Bureau of Census after 2030.29  

The product of these steps is a representation of the potential future cost in 
Washington over the next several decades if the global society should extend a 
business-as-usual approach to addressing issues associated with climate change. 
We anticipate that our results will provide a useful introduction to the potential 
economic consequences of climate change, at a spatial and temporal scale that is 
useful for many Washingtonians. We also anticipate that our results will provide 
a useful basis for future investigations to describe these other facets of the 
economic consequences of climate change: 

                                                        

28 IPCC, Data Distribution Centre. 2008. “Carbon Dioxide: Projected Emissions and 
Concentrations.” December 5. Retrieved January 22, 2009, from http://www.ipcc-
data.org/ddc_co2.html 

29 U.S. Department of Commerce, Census Bureau, Population Division. 2000. Annual Projections of 
the Total Resident Population as of July 1: Middle, Lowest, Highest, and Zero International Migration 
Series, 1999 to 2100. February 14. Retrieved January 16, 2009, from http://www.census.gov/ 
population/projections/nation/summary/np-t1.txt 

Figure 6. Adjustment Factors for Estimating the Business-As-Usual 
Impacts of Climate Change from Initial Estimates Based on 
Other Scenarios 

Adjustment to 
A1FI from… 

2020 2040 2080 

A1B 0.9929 1.0265 1.2311 

A2 1.0000 1.0286 1.1447 

B1 1.0121 1.0886 1.4879 

B2 1.0221 1.1126 1.4293 

IS92a 1.0048 1.0611 1.2825 
Source: ECONorthwest, with data from IPCC. 2008. Carbon Dioxide: Projected Emissions and 
Concentrations. Retrieved on January 16, 2009, from http://www.ipcc-data.org/ddc_co2.html 
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• A full assessment of all the potential near-term costs in this region, 
encompassing the many costs that are too poorly understood to describe 
today.  

• An assessment of the potential costs that might materialize outside this 
region and beyond the next several decades.  

• An estimate of the present expected value of the overall potential cost of 
climate change, reflecting the many alternative ways in which climate 
change might play out and the probability that each will occur.  

• A comparison of the potential costs and benefits associated with different 
levels of GHG emissions, actions to rein in emissions, or actions to 
prepare for and adjust to changes in climate that cannot be avoided. 

• An estimate of the costs associated with continued dependence on foreign 
oil, including payments to foreign countries. 

• A forecast of what the economy will look like in the future. Such a 
product would require information about all the potential costs and 
benefits of climate change, the climate-related actions society might take, 
and the probabilities associated with different potential outcomes. 

Some of the potential costs, called market costs, would materialize as reductions 
in cash: lower disposable incomes for households, net revenues for businesses, 
and financial resources for communities. Increased expenditures to cope with 
climate-related illness, for example, would lower household incomes, while 
reductions in workers’ productivity could also reduce business earnings and 
public tax revenues. Other potential costs, called non-market costs, would not 
have an immediate cash effect on incomes, earnings, and public finance. Much of 
the cost associated with potential reductions in salmon populations, for example, 
reflects the public’s desire to ensure that salmon will be available for future 
generations to enjoy. Both market and non-market costs are important.  

This analysis does not capture all likely costs of climate change for Washington. 
Insufficient data are available to provide estimates for all of the potential effects 
scientists have identified, not to mention other effects not yet identified. In 
addition, Washingtonians likely will experience costs that materialize beyond the 
state’s border: as climate change leads to damage from heat waves, droughts, 
and storms elsewhere in the country and the world, for example, tax dollars and 
voluntary contributions will flow out of the state to provide assistance. Today’s 
Washingtonians also will incur some costs from manifestations of climate change 
that would occur beyond this century. Many Washingtonians strongly want to 
pass to future generations the beaches, salmon populations, and skiing 
opportunities that exist today, for example, and will experience reductions in 
economic well-being should climate change make this unlikely, if not impossible. 
For all these reasons, we are confident that the actual potential costs of climate 
change in Washington are larger than the amounts we have calculated.  
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III. THE POTENTIAL ECONOMIC COSTS ASSOCIATED WITH 
THE EFFECTS OF CLIMATE CHANGE 

In this section we present our illustrative calculations of the business-as-usual, 
potential economic costs to families, businesses, and families in Washington of 
climate change over the next several decades. In Section IV, we present another 
set of costs resulting from activities associated with the business-as-usual 
pathway that contribute to climate change. For each type of cost in this section 
and in Section IV, we present this information: 

Description:  We provide a short description of the potential cost, and the 
change(s) in climate, ecosystems, or social systems that likely will generate it. To 
facilitate the presentation, we organize the potential costs into these categories: 

A. Energy  E. Forest and Range Production 

B. Fish and Wildlife F. Recreation 

C. Flood and Storm Damage G. Public Health 

D. Food Production 

Assumptions, Data, and Calculation: We describe our assumptions, 
identify the information we use to quantify the business-as-usual potential cost 
and estimate its economic value, and demonstrate how we make the calculation. 

Results:  We report each potential annual cost under a business-as-usual 
scenario in 2020, 2040, and 2080. Our findings represent the costs expressed in 
today’s dollars, that Washingtonians potentially would bear if they, in concert 
with others around the world, do not take meaningful action and climate change 
occurs as represented by the A1FI scenario from the IPCC.  

We anticipate that our results generally understate the potential economic costs 
climate change would impose on Washingtonians if they and the residents of 
other states and nations continue in a business-as-usual manner. The degree of 
understatement increases the further one looks into the future. As atmospheric 
concentrations of GHGs increase, it becomes increasingly likely that higher 
temperatures will trigger processes that bring about even faster change in climate 
and initiate irreversible changes in ecosystems and social systems. 

We recognize that families, businesses, and communities in Washington may be 
able to offset or mitigate some of the potential costs in the near term by taking 
advantage of the potential economic benefits of climate change, such as increased 
production of some crops or reduced expenditures on heating, that might 
accompany moderate climate warming. Our aim, however, is not to describe this 
potential adjustment but to describe the potential consequences if such 
adjustments are not realized. Further investigation is required to determine the 
extent of these opportunities, but current evidence suggests they will not fully 
offset the costs likely to materialize with large increases in atmospheric 
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concentrations of GHGs. Similarly, adaptation opportunities may not offset the 
costs of small increases, or even the costs of increases that already have occurred. 
In sum, our results do not represent a forecast of what will happen, but a 
description of what might happen. We do not present a forecast because doing so 
would inject into the calculations many variables about which little is known, at 
odds with our objective to provide results that are defensible, comprehensible, 
and useful. 
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A. Energy 

1. Reduced Hydropower Generation 
Description 
Climate models indicate that changes in the Pacific Northwest’s climate likely 
will cause runoff to increase in winter and decrease in summer, reducing value 
of hydropower produced by the region’s hydroelectric facilities. This reduction 
in value would ensue due to a mismatch between energy demand, which will 
increase in summer, and hydropower supplies, which would be lower at the 
same time. 

Assumptions, Data, and Calculation 
We apply the findings of a recent regional assessment, which concludes that 
climate-related changes in streamflow could reduce the annual average 
production of the hydropower system in the Pacific Northwest by 664 megawatts 
(MW) in 2020, and 2,033 MW in 2040. We assume the trend will continue and 
extrapolate to estimate the potential effect in 2080. We estimate Washington’s 
share of the potential reduction in productive capacity to be 355 MW by 2020, 
1,100 MW by 2040, and 2,150 MW by 2080, assuming that its current share of 
production will persist. We estimate the value of the reduction in the production 
of energy assuming the forgone generation otherwise would have produced 
electrical energy year-round and applying $48.25 per MW-hour as the estimated 
bulk electricity price.a 

Results  

 
References and Notes 
a Northwest Power and Conservation Council. 2005. The Fifth Northwest Electric Power and 
Conservation Plan; Appendix N. Retrieved on December 12, 2008, from 
http://www.nwcouncil.org/energy/ powerplan/5/Default.htm 

Potential Value of Reduction in Hydropower Generation 

2020 2040 2080 

$150 million $473 million $1.12 billion 
Source: ECONorthwest 
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2. Increased Energy Consumption for Residential Indoor 
Air Cooling 

Description 
Higher temperatures during summer months will induce residential consumers 
to spend more money on air conditioning, decreasing the amount they can spend 
on other things.  

Assumptions, Data, and Calculation 
A regional assessment concludes that average July-August temperatures will 
increase 2.9°C (5.2°F) by 2040, and the associated increases in air conditioning 
will increase average regional residential demand for energy from the power 
system by about 200 megawatts (MW).a We linearly interpolate to estimate the 
increase in 2020 and extrapolate to estimate the increase in 2080. Assuming that 
Washington’s 2000 share of regional consumption in 2000 will extend into the 
future, the additional average demand will be about 47 MW by 2020, 110 MW by 
2040, and 280 MW by 2080. We use the average monthly residential prices in 
Washington between 1990 and 2008 for July and August to estimate consumers’ 
additional cooling costs.b 

Results  

This calculation does not include additional expenditures for commercial or 
industrial consumers, which we expect to be small relative to the potential 
increase in Washingtonians’ home electricity bills. 

References and Notes 
a Northwest Power and Conservation Council. 2005. The Fifth Northwest Electric Power and 
Conservation Plan; Appendix N. Retrieved on December 12, 2008, from 
http://www.nwcouncil.org/energy/ powerplan/5/Default.htm 

b Energy Information Administration. 2008. Current and Historical Monthly Retail Sales, Revenue and 
Average per Kilowatthour by State and by Sector (Form EIA-826). Retrieved January 15, 2009, from 
http://www.eia.doe.gov/cneaf/electricity/page/sales_ revenue.xls. 

Potential Value of Increased Energy Costs for Air Conditioning 

2020 2040 2080 

$28 million $65 million $164 million 
Source: ECONorthwest 
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3. Increased Energy Loss During Transmission 
Description 
Higher temperatures during climate-related heat waves will increase the amount 
of energy lost during electricity-transmission lines. During heat waves, the 
resistance of overloaded transmission lines increases, causing the grid to convert 
more electricity into heat, which wastes energy.a 

Assumptions, Data, and Calculation 
We assume summertime consumption of electricity in 2008 will increase in 
accord with the rate projected by the Energy Information Administration for 
Washington.b We apply a middle-of-the-road estimate of the potential growth in 
heat-wave days from 1990 to 2030;c linearly interpolate and extrapolate to 
estimate the number of additional days in 2020, 2040, and 2080; and adjust the 
numbers to estimate what the impact would be under a business-as-usual 
scenario of climate change. If the additional transmission-line losses during a 
heat-wave day equal about one-quarter of the electricity being transmitted,a the 
annual losses would total 678,000 MW-hours by 2020, 1.3 million MW-hours by 
2040, and 3.75 million MW-hours by 2080. We assume the average summertime 
wholesale price of electricity, $65 per MW-hour in 2008 dollars, will apply in the 
future.d 

Results  

References and Notes 
a Ackerman, F. and E.A. Stanton. 2008. The Cost of Climate Change: What We’ll Pay If Global Warming 
Continues Unchecked. Natural Resources Defense Council. May. Retrieved January 20, 2009, from 
http://www.nrdc.org/globalwarming/cost/cost.pdf 

b Energy Information Administration. 2008. EERE State Activities and Partnerships: Electric Power and 
Renewable Energy in Washington. Retrieved January 23, 2009, from http://apps1.eere.energy.gov/ 
states/electricity.cfm/state=WA 

c Tebaldi, C., K. Hayhoe, J.M. Arblaster, and G.A. Meehl. 2006. “Going to the Extremes: An 
Intercomparison of Model-Simulated Historical and Future Changes in Extreme Events.” Climatic 
Change 79(3-4): 185-211. Adapted by Lawrence Buja and Julie Arblaster. Retrieved January 21, 2009, 
from http://www.cgd.ucar.edu/ccr/climate_change_ gallery_test/ 

d Energy Information Administration. 2008. Current and Historical Monthly Retail Sales, Revenue and 
Average per Kilowatthour by State and by Sector (Form EIA-826). Retrieved January 15, 2009, from 
http://www.eia.doe.gov/cneaf/electricity/page/sales_ revenue.xls 

Potential Value of Energy Lost in Transmission During Heat Waves 

2020 2040 2080 

$44 million $85 million $241 million 
Source: ECONorthwest 
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4. Other Potential Costs of Climate Change Related to 
Energy 

Description 
Climate change undoubtedly will affect other parts of Washington’s energy 
system but there is little research to substantiate the magnitude of these impacts. 
For instance, a recent report showed that industry may increase its energy 
consumption on days with high temperatures, people may consume higher 
amounts of gasoline due to increased use of air conditioning in their cars, and 
trucks that transport perishables may increase their fuel use to refrigerate their 
cargoes. Equally uncertain is how much farmers’ energy demand will increase on 
hot days when they ramp up irrigation to maintain soil moisture.a Other 
potential costs include damages to electricity-transmission equipment during 
floods and storms, which are expected to become more frequent and intense 
because of climate changeb and costs associated with an increased probability of 
blackouts. A study by researchers at Los Alamos National Laboratory found that 
an increase in air temperature of 1.5°C (2.7°F) would increase the probability of a 
blackout occurring from 1 time per year to 8-10 times per year. The researchers 
estimated economic loss associated with this increased probability at 1 percent of 
gross state product.c 

References and Notes 
a Scott, M.J. and Y.J. Huang. 2007. “Effects of Climate Change in Energy Use in the United States.” 
In Wilbanks, T.J., V. Bhatt, D.E. Bilello (eds.). Effects of Climate Change on Energy Production and Use 
in the United States. A Report by the U.S. Climate Change Science Program and the subcommittee 
on Global Change Research. 

b Bull, S.R., D.E. Bilello, J. Eckmann, et al. 2007. “Effects of Climate Change on Energy Production 
and Distribution in the United States.” In Wilbanks, T.J., V. Bhatt, D.E. Bilello (eds.). Effects of 
Climate Change on Energy Production and Use in the United States. A Report by the U.S. Climate 
Change Science Program and the subcommittee on Global Change Research. 

c Personal communication with Gary Geernaert, Director, Institute of Geophysics and Planetary 
Physics, Los Alamos National Laboratory. February 6, 2009. 
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B. Fish and Wildlife 

1. Reduced Salmon Habitat and Populations 
Description 
Warmer stream temperatures resulting from increased global temperatures 
reduce the amount of habitat that can viably support salmon, reducing salmon 
populations.  

Assumptions, Data, and Calculation 
We assume salmon populations will decline proportionate to expected losses of 
suitable aquatic habitat. An assessment of stream temperatures under an A2 
emissions scenario indicates increased warming might reduce salmon habitat in 
Washington by 5, 13, and 22 percent by 2030, 2060, and 2090, respectively.a We 
interpolate and adjust the percentages to reflect the potential changes in 2020, 
2040, and 2080, as well as the A1FI scenario. To determine the value of the loss of 
salmon, we rely on a study of Washingtonian’s willingness to pay for changes in 
the size of anadromous fish runs.b The methodology in this study was vetted and 
adopted by a panel of economists for Washington State’s Columbia River 
Initiative, who recommended that “any reliable estimates of impacts on salmon 
and steelhead should be assigned values based upon the methodology.”c Using 
results from Layton et al., we derive the value Washingtonians place on the 
potential loss of salmon populations in Washington in 2020, 2040, and 2080, 
adjusting for growth in households over time. 

Results  

These results are based on an analysis of the value of increasing salmon stocks, 
which diminishes as fish populations become more robust. Climate change 
impacts reduce stocks, which should lead to an increasing, rather than 
decreasing value as salmon become more rare. Consequently, these estimates 
likely understate the value of salmon losses. The results also probably understate 
the total impact of climate change on salmon populations, because they overlook 
stresses from potential changes in ocean conditions, climate-related increases in 
disease, and reduced effectiveness of habitat restoration efforts, among other 
effects.d They also may not fully account for ecosystem goods and services other 
than salmon that would be lost as changes in climate affect salmon habitat. 

Potential Value of Reduced Salmon Populations 

2020 2040 2080 

$531 million $1.4 billion $3 billion 
Source: ECONorthwest 
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References and Notes 
a O’Neal, K. 2002. Effects of Global Warming on Trout and Salmon in U.S. Streams. Defenders of 
Wildlife and Natural Resources Defense Council. May. 

b Layton, D.F., G.M. Brown, and M.L. Plummer. 1999. Valuing Multiple Programs to Improve Fish 
Populations. April. Retrieved January 24, 2009, from http://www.econ.washington.edu/user/ 
gbrown/valmultiprog.pdf 

c Huppert, D., G. Green, W. Beyers et al. 2004. Economics of Columbia River Initiative. Washington 
Department of Ecology and CRI Economics Advisory Committee. January 12. 

d See, for example, Battin, J., M.W. Wiley, M.H. Ruckelshaus et al. 2007. “Projected Impacts of 
Climate Change on Salmon Habitat Restoration.” Proceedings of the National Academy of Sciences 104 
(16): 6720-6725. Retrieved January 23, 2009, from http://www.pnas.org/content/104/16/ 
6720.full.pdf+html; Independent Scientific Advisory Board. 2007. Climate Change Impacts on 
Columbia River Basin Fish and Wildlife. ISAB Climate Change Report ISAB 2007-2. Northwest Power 
and Conservation Council. May 11; and Richter, A. and S.A. Kolmes. 2005. “Maximum 
Temperature Limits for Chinook, Coho, and Chum Salmon, and Steelhead Trout in the Pacific 
Northwest.” Reviews in Fisheries Science 13: 23-49. 
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2. Other Potential Costs Related to Impacts of Climate 
Change on Fish and Wildlife 

Description 
Increased temperatures and changes in precipitation are likely to impact many 
species, other than salmon in Washington. Scientists have found evidence that 
climate change can result in changes in species’ range, abundance, phenology 
(timing of an event, such as migration), morphology and physiology, and 
community composition, biotic interactions and behavior.a Many of these 
impacts on populations and ecosystems would potentially result in economic 
harm. For example, sea level rise, changes in ocean currents, and increases in 
ocean acidity are likely to impact the species and ecological communities in 
Washington’s coastal and near-shore environments, including coastal wetlands 
and rocky intertidal areas. Disruptions in these ecosystems could adversely affect 
Washington’s commercial and recreation fishing industries.b Temperature 
increases also are likely to disrupt montane ecosystems, particularly those 
associated with glaciers and snowpack. Some invasive species and pests, which 
have historically been limited by temperature or moisture, may be able to expand 
their range and pose new threats to native populations of fish and wildlife.c Data 
are not available, however, to allow us to estimate the costs associated with these 
and other potential fish and wildlife-related impacts. 

References and Notes 
a Root, T.L. and S.H. Schneider. 2002. “Climate Change: Overview and Implications for Wildlife.” 
In S.H. Schneider and T.L. Root (eds.). Wildlife Responses to Climate Change: North American Case 
Studies. Island Press: Washington D.C. 

b Stanford, E. 2002. “Community Responses to Climate Change: Links Between Temperature and 
Keystone Predation in a Rocky Intertidal System.” In S.H. Schneider and T.L. Root (eds.). Wildlife 
Responses to Climate Change: North American Case Studies. Island Press: Washington D.C. 

c Janetos, A.C. 2008. “Chapter 5: Biodiversity.” In Backlund, P., A. Janetos, and D. Schimel. 2008. 
The Effects of Climate Change on Agriculture, Land Resources, Water Resources, and Biodiversity in the 
United States. Synthesis and Assessment Product 4.3. U.S. Climate Change Science Program and the 
Subcommittee on Global Change Research. May. 
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C. Flood and Storm Damage 

1. Costs Related to Sea-Level Rise 
Description 
Rising global temperature leads to increased sea levels, which will inundate 
valuable property and structures. 

Assumptions, Data, and Calculation 
No direct estimates of the value of coastal property damage due to sea-level rise 
exist for Washington, so we apply estimates for California.a,b After adjusting for 
differences in general coastline length, median home value, and coastal 
population density, the potential damage for Washington in 2070 would be $74 
million per year, under the A2 scenario for future emissions and climate change.c 
Hence, we linearly interpolate and extrapolate to obtain estimates for 2020, 2040, 
and 2080, and adjust to represent the A1FI scenario.  

Results 

These results embody considerable uncertainty, as there exists no direct 
measurement of the potential damage from climate-related increases in sea level 
and storm surges. We do not adjust for the current tectonic trend of uplift for 
northwestern Olympic peninsula, subsidence for south Puget Sound, and little 
noticeable movement for the rest of Washington coastline.d The estimate does not 
account for the interactive effects of higher sea levels and increased storm surges 
that would further increase damages. Sea-level rise and increased storm surges 
would generate increased risk of flood and storm damage for inland areas 
reached by the tides such as downtown Olympia, Tacoma, Seattle, and other 
urban areas.  

References and Notes 
a Neumann, J., D. Hudgens, J. Herr, and J. Kassakian. 2003. “Market Impacts of Sea Level Rise on 
California Coasts.” 2003. Appendix XIII in Wilson, T., L. Williams, J. Smith, and R. Mendelsohn, 
Global Climate Change and California: Potential Implications for Ecosystems, Health, and the Economy. 
Consultant report 500-03-058CF to the Public Interest Energy Research Program, California Energy 
Commission. 

b Kahrl, R. and D. Roland-Holst. 2008. California Climate Risk and Response. Research Paper No. 
08102801. University of California. November. Retrieved January 23, 2009, from 
http://are.berkeley.edu/~dwrh/CERES_Web/Docs/California%20Climate%20Risk%20and%20R
esponse.pdf.  

c Washington’s general coastline is 19 percent as long as California’s, its 2000 median home value 
was 80 percent, and its 2008 coastal population density is 50 percent. National Oceanic and 

Potential Value of Property Damage from Sea Level Rise 

2020 2040 2080 

$21 million $44 million $97 million 
Source: ECONorthwest 
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Atmospheric Administration. 2004. Population Trends Along the Coastal United States: 1980-
2008.Retrieved February 6, 2009, from http://oceanservice.noaa.gov/programs/mb/ 
supp_cstl_population.html. 

d Mote P., Petersen A., Reeder S., Shipman H., and Whitely-Binder L. 2008. Sea Level Rise in the 
Coastal Waters of Washington State. A report by the University of Washington Climate Impacts 
Group and the Washington Department of Oceanography.  
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2.  Costs Related to Extreme Weather Events 
Description 
Climate change is expected to increase storm severity and the frequency of 
extreme storm events, including high winds, flooding, lightning and fire. Storm 
events will have direct property-damage effects, as well as increased storm-
related injuries and fatalities.a 

Assumptions, Data, and Calculation 
The National Oceanic and Atmospheric Administration’s National Weather 
Service and National Climatic Data Center collect information on fatalities, 
injuries, property damage, and crop damage resulting from extreme weather 
events, including weather-influenced wildfires. b The U.S. Climate Change 
Science Program provides rough estimates for increases in extreme weather 
events, including an increase in frequency of extreme precipitation events by 2.5 
times under the A1B scenario by 2100. Wildfire forecasts for the west follow 
similar increases rates with two to five times the acreage burnt at the end of the 
20th century by late in the 21st century.c Using the average total property and crop 
damage estimates from 1996 to 2007, we linearly interpolate an increase in these 
impacts 2.5 times by 2100 for 2020, 2040 and 2080, and adjust for the A1FI 
scenario. We do not monetize fatalities and injuries, but the increase by 2080 
would be 20 fatalities and 58 injuries due to extreme weather events. These 
include heat-related effects that are further described in the Public Health section 
below. 

Results 

References and Notes 
a U.S. Climate Change Science Program. 2008. Weather and Climate Extremes in a Changing 
Climate: Regions of Focus: North America, Hawaii, Caribbean, and U.S. Pacific Islands. In Karl, 
T.R., G.A. Meehl, C.D. Miller, S.J. Hassol, A.M. Waple and W.L. Murray (eds.). Weather and Climate 
Extremes in a Changing Climate.  Synthesis and Assessment Product 3.3. Washington, DC. 

b Consistent damage cost estimates are available from 1996-2007. National Weather Service and 
National Climatic Data Center. 1996-2008. “Summary of Hazardous Weather Fatalities, Injuries and 
Damage Costs by State.” Natural Hazard Statistics. Accessed February 3, 2009 from 
http://www.weather.gov/os/hazstats.shtml#. Adjusted to 2008 dollars. 

c Mckenzie, D., Z. Gedalof, D. Peterson, and P. Mote. 2004. “Climatic Change, Wildfire, and 
Conservation.” Conservation Biology 18: 890-902. 

Potential Value of Property and Crop Damage from Extreme Weather 
Events 

2020 2040 2080 

$51 million $106 million $255 million 
Source: ECONorthwest 
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3. Other Potential Costs from Climate-Related Sea-Level 
Rise and Extreme Weather 

Description 
The combined impact of multiple storm and ocean effects from climate change is 
likely to be greater than the sum of the individual impacts, as interactions 
increase severity. Similarly, damages from storm events tend to increase relative 
to storm severity more than linearly.a Thresholds exist in current infrastructure 
designed to protect property and people from storm impacts.  

Sea-level rise and extreme weather events will impact natural structures and 
functions and the resulting ecosystem services communities rely upon. Storm 
events increase erosion, create landslides, damage forests and habitat, and injure 
wildlife. 

References and Notes 
a U.S. Climate Change Science Program. 2008. “Weather and Climate Extremes in a Changing 
Climate: Regions of Focus: North America, Hawaii, Caribbean, and U.S. Pacific Islands.” In Karl, 
T.R., G.A. Meehl, C.D. Miller, S.J. Hassol, A.M. Waple and W.L. Murray (eds.). Weather and Climate 
Extremes in a Changing Climate. Washington, DC. 
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D. Food Production 

1. Reduced Beef Production 
Description 
Higher temperatures slow the rate of growth for beef cattle and reduce the 
production and sales of ranches and feedlots.  

Assumptions, Data, and Calculation 
We assume ranchers and feedlot operators will continue the practices of 2007 and 
that prices will remain at 2007 levels, which produced sales of $732 million.a We 
also assume that the temperature increases accompanying a doubling of carbon 
dioxide emissions would increase the time required for a cow to reach finished 
weight in a feedlot in the western United States by 2.5 percent; a tripling might 
increase the time by 15 percent.b The potential harm equals the value of annual 
beef production times the percentage loss of production from climate change, 
adjusted to reflect potential doubling of carbon dioxide emissions by 2040 and 
tripling by 2080, under scenario A1FI. 

Results  

Potential losses would be greater if ranchers tried to expand their production, so 
that higher temperatures would affect the maturation of a larger number of 
animals. Also, additional beef production losses, especially for range-fed cattle, 
may occur as range productivity declines with increasing temperatures and 
reduced water availability during summer months.c 

References and Notes 
a United States Department of Agriculture, National Agricultural Statistics Service. 2008. Meat 
Animals Production, Disposition, and Income: 2007 Summary. April. 

b Frank, K.L. 2001. Potential Effects of Climate Change on Warm Season Voluntary Feed Intake and 
Associated Production of Confined Livestock in the United States. Masters of Science Thesis. Kansas 
State University, Manhattan. As cited in Backlund, P., A. Janetos, and D. Schimel. 2008. The Effects 
of Climate Change on Agriculture, Land Resources, Water Resources, and Biodiversity in the United States. 
Synthesis and Assessment Product 4.3. U.S. Climate Change Science Program and the 
Subcommittee on Global Change Research. May. 

c Backlund, P., A. Janetos, and D. Schimel. 2008. The Effects of Climate Change on Agriculture, Land 
Resources, Water Resources, and Biodiversity in the United States. Synthesis and Assessment Product 
4.3. U.S. Climate Change Science Program and the Subcommittee on Global Change Research. May. 

Potential Value of Reduced Beef Production 

2020 2040 2080 

$11.6 million $18.3 million $91.5 million 
Source: ECONorthwest 
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2. Reduced Wheat Production 
Description 
Temperatures above 5°C (9°F) reduce the yields of winter wheat production. 

Assumptions, Data, and Calculation 
We assume farmers will continue with the practices that produced the 2007 crop 
and that prices will remain at 2007 levels, which produced a crop worth about 
$822 million.a We apply the results of a study that indicates wheat production in 
eastern Washington will decline by approximately 20 percent with a 5°C (9°F) 
increase in global mean temperature, and an atmospheric carbon-dioxide 

concentration of 365 ppm.b We extrapolate and adjust this finding to estimate the 
potential reduction in production under the A1FI scenario in 2080, the only one 
of our target years that would experience a temperature increase of at least 5°C 
(9°F). The potential harm equals the value of the potential reduction in wheat 
production.  

Results 

We do not include costs for 2020 and 2040, because reduced wheat production 
does not occur until temperatures reach approximately 5°C (9°F). This 
magnitude of temperature increase is not expected to occur in the A1FI scenario 
until the later part of the 21st century. 

References and Notes 
a U.S. Department of Agriculture, National Agricultural Statistics Service. 2008. U.S. & All States 
Data – Winter Wheat [2007, Value of Production, All Winter Wheat, Washington]. 

b Brown, R.A. and N.J. Rosenberg. 1999. “Climate Change Impacts on the Potential Productivity of 
Corn and Winter Wheat in their Primary United States Growing Regions.” Climatic Change 41: 73-
107. Although the authors hold carbon dioxide concentrations constant to control for any so-called 
fertilization effect, in which higher concentrations of CO2 accelerate plant growth, they conclude 
that even at concentrations of carbon dioxide at 750 ppm, a 5°C (9°F) increase in temperature 
causes wheat yields to decline.  

Potential Value of Reduced Wheat Production 

2020 2040 2080 

-- -- $164 million 
Source: ECONorthwest 
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3. Reduced Agricultural Output in the Yakima Basin 
Description 
Decreased summer water supplies negatively impact irrigated agriculture in the 
Yakima basin, that comprises a great number of high-value crops. 

Assumptions, Data, and Calculation 
A recent study of the impact of climate change on the irrigated agriculture in the 
Yakima Valley found that water shortages in spring and summer reduce the crop 
yields by $66 million by 2060.a The results were modeled under a scenario similar 
to A1B, with temperature increases of 2ºC (3.6ºF) and CO2 concentrations of 560 
ppm, assuming no adaptation other than early planting. We linearly interpolate 
and extrapolate to estimate these losses in 2020, 2040, and 2080 and adjust the 
numbers to estimate what the impact would be under a business-as-usual 
approach to climate change. The authors of the study recognize that their results 
are probably underestimates since the analysis does not account for damages to 
fruit trees and grape vines from low-water years that carry over into the future. 

Results 

References and Notes 
a Scott, M.J., L.W. Vail, C. Stöckle, and A. Kemanian. No date. Climate Change Impact on Agriculture 
in the Yakima Valley, Washington State. Battelle Pacific Northwest Division. Working Paper.  

Potential Value of Reduced Agricultural Output in the Yakima Basin 

2020 2040 2080 

$23 million $46 million $108 million 
Source: ECONorthwest 
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4.  Other Potential Costs from the Effects of Climate 
Change on Food Production 

Description 
Changes in precipitation and temperature are likely to impact Washington’s 
agricultural industry in ways other than those reported above. For example, 
higher temperatures may reduce the yield or cease production altogether in some 
regions of some additional crops, such as grapes, apples, cherries, and potatoes. 
Changes in temperature may also increase the occurrence of pests and plant 
diseases, requiring famers to expend more resources on pest and disease 
management.a Increased evaptranspiration and reduced availability water 
supplies may lead to reductions in yield for a variety of crops due to water stress. 
Insufficient data are available, however, to allow us to estimate the costs 
associated with these and other potential food-production-related impacts. 

References and Notes 
a Hatfield, J.L. 2008. “Chapter 2: Agriculture.” In Backlund, P., A. Janetos, and D. Schimel. 2008. The 
Effects of Climate Change on Agriculture, Land Resources, Water Resources, and Biodiversity in the United 
States. Synthesis and Assessment Product 4.3. U.S. Climate Change Science Program and the 
Subcommittee on Global Change Research. May. 
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E. Forest and Range Production 

1. Lost Forest Assets from Wildland Fires 
Description 
Wildland fires become more frequent and severe as climate change increases 
temperatures and aridity, and accelerates tree mortality from insects and disease. 
When forests burn, they lose their ability to produce many goods and services, 
but data are available only to estimate the loss assuming the forest would be 
managed to produce timber. 

Assumptions, Data, and Calculation 
Projections for climate-related changes in temperature and precipitation suggest 
that, relative to the 20th century, wildfires in Washington will burn 50 percent 
more acreage per year by 2020 and double the acreage by 2040.a On average, 
73,000 acres of federal land burned annually from 1988 to 1999.b We assume that, 
if non-federal lands burned at the same rate, the average would have been 
166,000 acres. State and federal land make up 63 percent of all forestland in 
Washington.c A 50 percent increase in acreage burned by 2020 would be a 
marginal increase of 84,000 acres, and a 100 percent increase by 2040 would be a 
marginal increase of 166,000 acres. We assume the value of lost goods and 
services when a forest burns is at least $1,000 per acre, a general estimate for the 
value of lost timber.d We use the projected increase in burn rates for the A2 
scenario, which we linearly extrapolate for A1FI and 2080. 

Results 

These results do not include the value of ecosystem services distinct from the 
production of timber that would be lost with increased forest fires. The loss of 
structures to fire is included under extreme weather events because the data are 
collected by the National Weather Service and aggregated with other weather-
related structural losses. 

References and Notes 
a Mckenzie, D. Z. Gedalof, D. Peterson, and P. Mote. 2004. “Climatic Change, Wildfire, and 
Conservation.” Conservation Biology 18: 890-902. 

b Climate Leadership Initiative, Institute for a Sustainable Environment, University of Oregon. 
2006. Impacts of Climate Change on Washington’s Economy: A Preliminary Assessment of Risks and 
Opportunities. Retrieved February 6, 2009, from http://www.ecy.wa.gov/climatechange/ 
economic_impacts.htm 

c National Association of State Foresters. 2006 State Forestry Statistics. 
http://www.stateforesters.org/files/2006%20State%20Forestry%20Statistics-Web-Final.pdf 

d Titus, J.G. 1992. “The Costs of Climate Change to the United States.” In: Majumdar, S.K., L.S. 
Kalkstein, B. Yarnal, E.W. Miller, and L.M. Rosenfeld (eds). Global Climate Change: Implications, 
Challenges, and Mitigation Measures. Pennsylvania Academy of Sciences. 

Potential Value of Lost Forest Assets from Increased Forest Fires 

2020 2040 2080 

$84 million $171 million $380 million 
Source: ECONorthwest 

 



 

Climate Leadership Initiative 32 ECONorthwest  

2. Increased Control Expenditures Related to Wildland Fire 
Description 
Wildfires become more frequent and severe as climate change increases 
temperatures and aridity, and accelerates tree mortality from insects and disease. 
As wildland fires become more widespread Washingtonians will incur 
additional fire-control costs. 

Assumptions, Data, and Calculation 
Projections for forests in Washington based on temperature and precipitation 
suggest that wildland fires will impact 50 percent more acreage than during the 
20th century by 2020 and a doubling by 2040.a We assume suppression costs will 
increase proportional to acres burned, fire suppression costs will increase as well, 
or alternatively.b We base our calculation on these rates and historical 
expenditures.c 

Results 

References and Notes 
a Mckenzie, D. Z. Gedalof, D. Peterson, and P. Mote. 2004. “Climatic Change, Wildfire, and 
Conservation.” Conservation Biology 18: 890-902. 

b National Association of State Foresters. 2006 State Forestry Statistics. 
http://www.stateforesters.org/files/2006%20State%20Forestry%20Statistics-Web-Final.pdf 

c Climate Leadership Initiative, Institute for a Sustainable Environment, University of Oregon. 
2006. Impacts of Climate Change on Washington’s Economy: A Preliminary Assessment of Risks and 
Opportunities. Retrieved February 6, 2009, from http://www.ecy.wa.gov/climatechange/ 
economic_impacts.htm 

Potential Value of Increased Control Expenditures for Wildland Fires 

2020 2040 2080 

$18 million $37 million $82 million 
Source: ECONorthwest 
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3.  Other Potential Costs from the Effects of Climate 
Change on Forests and Range 

Description 
Numerous studies based on climate forecasts as well as impacts already 
occurring indicate that climate change is likely to increase the forest damages 
resulting from disease and pests such as the mountain pine beetle. Mountain 
pine beetle populations are historically held in check by cold winters. As the 
frequency of cold winters decreases, the mountain pine beetle’s exponential 
growth rate goes unfettered and leads to rapid and widespread tree mortality, as 
seen throughout the western United States and Canada.a The mountain pine 
beetle is now beginning to show a potential to jump to non-pine species after 
locally exhausting the supply of pines. Mountain pine beetles could conceivably 
impact the majority of remaining forest in Washington. Mountain pine beetles 
can interact with other effects that stress forests in Washington such as increased 
temperatures and decreased soil moisture to hasten tree mortality.b 

Lost forest will lead to lost ecosystem services for Washintonians, such as water 
filtration, water storage and air filtration. The City of Portland, Oregon avoids 
purchasing a $200 million filtration treatment system for its water supply by 
protecting 102 square miles of its watershed. This equates to an avoided cost 
benefit of $3,000 per acre for water filtration services.c We do not make an 
estimate of the total value of ecosystem services lost with forest loss because 
there currently are not equivalent identifications of demand for the state of 
Washington as a whole. While the forest value from Portland is likely high for 
most forest in Washington, it is a value for only one ecosystem service, and as the 
population grows, demand for these services will increase as well. 

References and Notes 
a Carroll, A.L., J. Régnière, J.A. Logan et al. 2006. Impacts of Climate Change on Range Expansion by the 
Mountain Pine Beetle. Working Paper No. 2006-14. Canadian Forest Service, Natural Resources 
Canada, Pacific Forestry Centre. Retrieved May 18, 2007, from http://mpb.cfs.nrcan.gc.ca/ 
research/projects/1-02_e.html  

b van Mantgem, P.J., N.L. Stephenson, J.C. Byrne, et al. 2009. “Widespread Increase of Tree 
Mortality Rates in the Western United States.” Science 323: 5913. 

c ECONorthwest, with data from the Portland Water Bureau, http://www.portlandonline.com/ 
water/index.cfm?c=29784; and Krieger, D. 2001. Economic Value of Forest Ecosystem Services: A 
Review. The Wilderness Society. 
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F. Public Health 

1. Increased Low-Altitude Ozone 
Description 
Increased temperatures favor the production of low-altitude ozone, which 
negatively impacts the health of humans that live in urban areas and creates 
costs associated with increased rates of morbidity, premature mortality, and lost 
worker productivity.a  

Assumptions, Data, and Calculation of Mortality  
We apply findings from an assessment of the A2 scenario, which indicate 
elevated ozone levels related to climate change could increase nonaccidental 
mortality by 0.27 percent by 2050.b We linearly interpolate and extrapolate to 
estimate the effects in 2020, 2040, and 2080, then adjust for higher temperatures 
expected in the A1FI scenario. We assume that, absent climate change, 
nonaccidental mortality would rise proportional to future increases in 
Washington’s metropolitan population and estimate that the higher ozone 
concentrations would increase annual mortality by 56 deaths in 2020, 128 in 2040, 
and more than 335 in 2080.c We estimate the value of the additional premature 
deaths using EPA’s current estimate of the value of a statistical life.d 

To calculate the potential costs of increased morbidity we rely on the results of 
an employee survey, that estimated expenditures associated with conditions, 
such as allergies, asthma, and other respiratory affections, incurred by 
employees, including those who do not suffer from the particular condition.e 
Using these results, we first estimate what the costs would be absent climate 
change by assuming that current costs of hospitalization for conditions related to 
ozone in metropolitan areas will increase proportionate to expected growth in 
Washington’s labor force. We then apply the results from a study that concluded 
current hospitalization costs related to high ozone concentrations in California 
might triple under the A2 scenario,f and make adjustments to reflect the higher 
temperatures expected under the A1FI scenario. The results represent the 
potential increases in medical costs for 2020, 2040, and 2080.  

To estimate the value of increases in lost productivity as more workers become ill 
from climate-related increases in ozone concentrations, we rely on the findings of 
the same employee surveye and first assume that, absent climate change, current 
levels of lost productivity in metropolitan areas would grow proportional to 
expected growth in Washington’s labor force. We then apply the results of a 
study that estimated the productivity losses in California related to ozone could 
increase 62 percent under the A2 scenario,f and make adjustments to reflect the 
higher temperatures expected under the A1FI scenario. The results represent the 
potential increases in workers’ lost productivity for 2020, 2040, and 2080. 
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Results  

The calculation of increased morbidity costs does not account for costs that 
would occur outside a hospital (in-patient or emergency room) or for the effects 
of higher ozone concentrations on all sensitive groups, like children and elderly. 

A newly released assessment of the impacts of climate change in Washington by 
the Climate Impacts Group similarly finds that higher temperatures will lead to 
increased ozone concentrations, which in turn will result in increased mortality 
in the state. The report’s forecast is higher than our estimates giving us 
confidence that probably the impacts of climate-induced increases in ozone 
concentrations will be at least equal to those we calculate above. The assessment 
also does not estimate increased costs of morbidity and lost productivity related 
to higher ozone levels.g 

EPA’s value of statistical life represents the value that people, on average, are 
willing to pay to avoid premature mortality from exposure to harm, be it 
pollution, accidents, etc. Researchers have argued that a more appropriate 
measure to value a life is the willingness to accept fatal consequences of exposure 
to harm. This value is usually higher than the willingness to pay.h This means 
that the total value of increased mortality from high ozone concentrations, that 
we estimate above, understate the actual value society places on deaths froom 
climate change. 

References and Notes 
a Ebi, K.L., J. Balbus, P.L. Kinney et al. 2008. “Effects of Global Change on Human Health.” In J.L. 
Gamble, ed., Analyses of the Effects of Global Change on Human Health and Welfare and Human Systems. 
Washington, D.C.: U.S. Climate Change Science Program and the Subcommittee on Global Change 
Research. U.S. Environmental Protection Agency. Retrieved December 23, 2008, from 
http://www.climatescience.gov/Library/sap/sap4-6/final-report/sap4-6-final-all.pdf. 

b Bell, M.L., R. Goldberg, C. Hogrefe et al. 2007. “Climate Change, Ambient Ozone, and Health in 
50 U.S. Cities.” Climatic Change 82: 61-76. 

Potential Health-Related Costs from Increased Low-Altitude Ozone 

2020 2040 2080 

Value of Premature Deaths  

$388 million $882 million $2.3 billion 

Value of Increased Morbidity  

$70 million $86 million $126 million 

Value of Lost Productivity   

$731 million $892 million $1.3 billion 

TOTAL   

$1.2 billion $1.9 billion $3.7 billion 
Source: ECONorthwest 
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c Washington State Department of Health, Center for Health Statistics. 2006. Death Data. Table A1: 
Age-Adjusted Mortality Rates and Life Expectancy by Sex for Residents. Retrieved on January 6, 2009, 
from http://www.doh.wa.gov/EHSPHL/CHS/chs-data/death/dea_VD.htm; Office of Financial 
Management. 2008. Annual April 1 Population and Components of Population Change: 1990 to 2030. 
Retrieved on January 6, 2009, from http://www.ofm.wa.gov/pop/stfc/stfc2008/stfc2008 
components.xls; and Office of Financial Management. 2007. Washington State County Growth 
Management Population Projections: 2000 to 2030. Retrieved on January 13, 2009, from 
http://www.ofm.wa.gov/pop/gma/gmhsingle.xls 

d Borenstein, S. 2008. American Life Worth Less Today. July 10. Associated Press. Retrieved on 
December 23, 2008, from http://www.huffingtonpost.com/2008/07/10/american-life-worth-
less_n_112030.html 

e Goetzel, R.Z., S.R. Long, R.J. Ozminkowski et al. 2004. “Health, Absence, Disability, and 
Presenteeism Cost Estimates of Certain Physical and Mental Health Conditions Affecting U.S. 
Employers.” Journal of Occupational and Environmental Medicine 46: 398-412. 

f Kahrl, F. and D. Roland-Holst. 2008. California Climate Risk and Response. Department of 
Agricultural and Resource Economics, University of California Berkeley. November. Retrieved 
January 7, 2009, from http://are.berkeley.edu/~dwrh/CERES_Web/Docs/California%20Climate 
%20Risk%20and%20Response.pdf. 

g Jackson, J.E., M.G. Yost, C. Karr, et al. 2009. “Public Health Impacts of Climate Change in 
Washington State: Projected Mortality Risks Due to Heat Events and Air Pollution.” In Washington 
Climate Change Impacts Assessment. Climate Impacts Group. Retrieved February 11, 2009, from 
http://cses.washington.edu/cig/files/waccia/wacciafullreport.pdf 

h See, for example, Guria, J., J. Leung, M. Jones-Lee, and G. Loomes. 2005. “The Willingness to 
Accept Value of Statistical Life Relative to the Willingness to Pay Value: Evidence and Policy 
Implications.” Environmental and Resource Economics 32: 113-127. 
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2. Increased Heat Waves 
Description 
Additional heat waves (days with temperatures consistently above a threshold 
specific to different geographic areas) are expected to increase mortality rates 
and medical costs of those already suffering from cardiovascular, 
cerebrovascular, and respiratory diseases.a They also will reduce work 
productivity, household productivity, and the value of leisure time. 

Assumptions, Data, and Calculation 
We apply to the entire Washington state the results of a recent study, which 
estimated climate-related heat waves would cause an additional 14 deaths in 
Portland, Oregon, by 2055 under the A2 scenario,b and make adjustments to 
estimate the number of additional deaths in 2020, 2040, and 2080 under the A1FI 
scenario. We estimate the value of the additional premature deaths using EPA’s 
current estimate of the value of a statistical life.c 

To calculate additional medical and other costs, we multiplied Washington’s 
expected future populations times the per capita daily costs for hospitalization, 
emergency-room visits, and follow-up medical costs during the 2006 heat wave 
in California.d We estimate the additional climate-related costs by applying the 
results of a study that projected Washington would experience an additional 14 
heat-wave days by 2030 under the A1B scenarioe and making adjustments to 
estimate the number of additional deaths in 2020, 2040, and 2080 under the A1FI 
scenario.  

Results  

Heat-wave statistics show they cause more deaths than all other natural disasters 
in the US. Death certificates systematically fail to represent high temperatures as 
the death cause during heat waves, however, and a full accounting would 
increase the mortality numbers, perhaps by 54 percent.f 

Potential Value of Health-Related and Other Costs of Heat Waves  

2020 2040 2080 

Value of Premature Deaths  

$114 million $263 million $618 million 

Value of Increased-Medical Care Costs  

$15 million $31 million $86 million 

Value of Other Costs  

$1 million $3 million $8 million 

TOTAL   

$130 million $297 million $712 million 
Source: ECONorthwest 
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Recently the Climate Impacts Group of the University of Washington released 
anassessment of the impacts of climate change in Washington. The authors 
similarly find that higher temperatures will lead to increased heat waves, which 
in turn will result in increased mortality in the state. The report’s forecast is 
higher than our estimates giving us confidence that probably the impacts of 
climate-induced heat waves will be at least equal to those we calculate above. 
The assessment also does not estimate increased costs of morbidity and lost 
productivity related to higher ozone levels.g 

EPA’s value of statistical life represents the value that people, on average, are 
willing to pay to avoid premature mortality from exposure to harm, be it 
pollution, accidents, etc. Researchers have argued that a more appropriate 
measure to value a life is the willingness to accept fatal consequences of exposure 
to harm. This value is usually higher than the willingness to pay.h This means 
that the total value of increased mortality from high ozone concentrations, that 
we estimate above, understate the actual value society places on deaths froom 
climate change. 

References and Notes 
a Knowlton, K., M. Rotkin-Ellman, G. King et al. 2009. “The 2006 California Heat Waves: Impacts 
on Hospitalizations and Emergency Department Visits.” Environmental Health Perspectives 117: 61-
67. 

b Kalkstein, L.S. and J.S. Greene. 2007. An Analysis of Potential Heat-Related Mortality Increases in U.S. 
Cities under a Business-as-Usual Climate Change Scenario. Environment America. September 6. 
Retrieved January 13, 2008, from http://www.environmentamerica.org/uploads/Js/tF/ 
JstFE5oHrsQJi5ifIA931Q/Heat-Mortality_Report_.pdf. 

c Borenstein, S. 2008. American Life Worth Less Today. July 10. Associated Press. Retrieved on 
December 23, 3008, from http://www.huffingtonpost.com/2008/07/10/american-life-worth-
less_n_112030.html 

d Srinivasan, T. 2008. Cost of Excess Hospitalization and Emergency Department Visits for the 2006 
California Heat Wave. Natural Resources Defense Council. August 28. Retrieved January 11, 2009, 
from http://docs.nrdc.org/health/files/hea_08082601a.pdf. 

e Tebaldi, C., K. Hayhoe, J.M. Arblaster, and G.A. Meehl. 2006. “Going to the Extremes: An 
Intercomparison of Model-Simulated Historical and Future Changes in Extreme Events.” Climatic 
Change 79(3-4): 185-211. Adapted by Lawrence Buja and Julie Arblaster. Retrieved January 21, 2009, 
from http://www.cgd.ucar.edu/ccr/climate_change_gallery_test/. 

f Luber, G.E. and C.A. Sanchez. 2006. “Heat-Related Deaths—United States, 1999-2003.” Morbidity 
and Mortality Weekly Report 55 (29): 796-798. Retrieved January 13, 2009, from 
http://www.cdc.gov/mmwr/preview/mmwrhtml/mm5529a2.htm 

g Jackson, J.E., M.G. Yost, C. Karr, et al. 2009. “Public Health Impacts of Climate Change in 
Washington State: Projected Mortality Risks Due to Heat Events and Air Pollution.” In Washington 
Climate Change Impacts Assessment. Climate Impacts Group. Retrieved February 11, 2009, from 
http://cses.washington.edu/cig/files/waccia/wacciafullreport.pdf 

h See, for example, Guria, J., J. Leung, M. Jones-Lee, and G. Loomes. 2005. “The Willingness to 
Accept Value of Statistical Life Relative to the Willingness to Pay Value: Evidence and Policy 
Implications.” Environmental and Resource Economics 32: 113-127. 
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3. Other Potential Costs from the Efffects of Climate 
Change on Human Health  

Description 
Impacts of climate change on human health are not restricted to those caused by 
high levels of ozone or heat. Studies have shown that climate change will make 
wider areas hospitable to vectors that produce diseases, such as the West Nile 
virus, encephalitis, and Lyme disease. At the same time, water- and food-borne 
diseases likely will increase in incidence and cases of Giardia, salmonellosis, E. coli 
will become more frequent.a 

We have found no data to quantify these future impacts associated with climate 
change but the lack of quantifiable information does not mean that the value is 
zero.  

References and Notes 
a Ebi, K.L., J. Balbus, P.L. Kinney et al. 2008. “Effects of Global Change on Human Health.” In J.L. 
Gamble, ed., Analyses of the Effects of Global Change on Human Health and Welfare and Human Systems. 
Washington, D.C.: U.S. Climate Change Science Program and the Subcommittee on Global Change 
Research. U.S. Environmental Protection Agency. Retrieved December 23, 2008, from 
http://www.climatescience.gov/Library/sap/sap4-6/final-report/sap4-6-final-all.pdf. 
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G. Recreation  

1. Reduced Opportunities for Snow-Related Recreation 
Description 
Higher temperatures reduce snowfall and accumulation, shortening the ski 
season, degrading skiing conditions, and reducing the value associated with the 
ski industry.  

Assumptions, Data, and Calculation 
We assume that, absent climate change, downhill skiing participation would 
grow from the 2006 ski season level, 2,137,930 skier-days,a at the same rate as the 
general population is expected to grow, and that the average expenditures and 
consumer surplus per skier day would remain at $70b and $28c per day, 
respectively. We assume that the ski season will shrink 14 percent by 2020 and 30 
percent by 2040,d based on a temperature increase rate associated with business-
as-usual emissions. We assume the number of user-days, expenditures, and 
consumer surplus shrinks proportionately. We linearly extrapolate to estimate 
the reductions for 2080. The potential harm equals the number of user-days times 
the expenditures and consumer surplus per day times the percentage loss of 
recreation opportunity from climate change.  

Results  

Industry officials suggest that once the snow-recreation season is shortened to 
the extent indicated for 2080, snow-related recreation businesses, and the 
downhill skiing businesses in particular, likely would not be viable and would 
close.e 

References and Notes 
a Washington State Parks. 2007. Market and Economics Analysis for the Mt. Spokane Ski and Snowboard 
Park Master Facilities Plan. April. 

b Berry, M. 2008. Overview of the U.S. Ski Industry. National Ski Areas Association. June 27. 

c Loomis, J. and J. Crespi. 1999. “Estimated Effects of Climate Change on Selected Outdoor 
Recreation Activities in the United States.” In Mendelsohn, R. and J. Neumann (eds.). The Impact of 
Climate Change on the United States Economy. Cambridge University Press: Cambridge, UK. 

d Casola, J.H., J.E. Kay, A.K. Snover et al. 2005. Climate Impacts on Washington's Hydropower, Water 
Supply, Forests, Fish, and Agriculture. Climate Impacts Group, University of Washington, Seattle 

e Zimmerman, G., C. O’Brady, and B. Hurlbutt. 2006. Climate Change: Modeling a Warmer Rockies and 
Assessing the Implications. The 2006 Colorado College State of the Rockies Report Card. 

Potential Value of Reduced Downhill Skiing Recreation 

2020 2040 2080 

$35.5 million $90.6 million $247 million 
Source: ECONorthwest 
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2. Reduced Opportunities for Cold-Water Angling  
Description 
Increased stream temperatures reduce the amount of habitat that can viably 
support salmon, reducing the contribution of cold-water angling to the economy.  

Assumptions, Data, and Calculation 
We assume the value of cold-water angling will decline proportionate to 
expected losses of aquatic habitat for salmon and trout. An assessment of the A2 
emissions scenario indicates increased warming might reduce salmon habitat in 
Washington by 5, 13, and 22 percent by 2030, 2060, and 2090, respectively.a We 
interpolate and adjust the percentages to reflect the A1FI scenario, and apply 
them to 3,526,000,b the number of stream-based angling days in Washington in 
2006, to estimate the reductions in angling in 2020, 2040, and 2080. We adjust for 
population growth in 2020, 2040, and 2080 and value the reductions applying the 
estimated consumer surplus and expenditures per salmon-angler per day: $140c 
and $118,b respectively.  

Results  

These results may overstate the potential harm by applying values associated 
with salmon angling to trout angling. They probably underestimate the total 
harm from climate change, insofar as it also might lead to degraded ocean 
conditions, increased incidence of disease, and other factors that would affect 
future salmon and trout populations.d  

References and Notes 
a O’Neal, K. 2002. Effects of Global Warming on Trout and Salmon in U.S. Streams. Defenders of 
Wildlife and Natural Resources Defense Council. May. 

b U.S. Fish and Wildlife Service. 2008. 2006 National Survey of Fishing, Hunting, and Wildlife-
Associated Recreation: Washington. Report No. FHW/06-WA. April. 

c Ransom, M.M. 2001. Economic Impacts of Salmon Fishing. U.S. Department of Agriculture, Natural 
Resources Conservation Service. February 12. 

d Battin, J., M.W. Wiley, M.H. Ruckelshaus, et al. 2007. “Projected Impacts of Climate Change on 
Salmon Habitat Restoration.” Proceedings of the National Academy of Sciences of the United States of 
America 104 (16): 6720-6725. from http://www.pnas.org/content/104/16/6720.full.pdf+html; 
Independent Scientific Advisory Board. 2007. Climate Change Impacts on Columbia River Basin Fish 
and Wildlife. ISAB Climate Change Report ISAB 2007-2. Pacific Northwest Power and Conservation 
Council. May 11; and Richter, A. and S.A. Kolmes. 2005. “Maximum Temperature Limits for 
Chinook, Coho, and Chum Salmon, and Steelhead Trout in the Pacific Northwest.” Reviews in 
Fisheries Science 13: 23-49. 

Potential Value of Reduced Cold-Water Angling 

2020 2040 2080 

$35.7 million $107 million $356 million 
Source: ECONorthwest 
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3. Reduced Opportunities for Reservoir Recreation  
Description 
Increased temperatures and changes in precipitation are predicted to affect the 
way the Columbia River reservoir system is operated, reducing water levels and 
opportunities for reservoir recreation in some years on Lake Roosevelt, which is 
formed by Grand Coulee Dam.  

Assumptions, Data, and Calculation 
We assume the value of reservoir recreation on Lake Roosevelt will decline 
proportionate to the expected loss of years in which storage levels are sufficient 
to support summer recreation. Reservoir reliability decreased from baseline 
levels in response to climate change, as modeled under a scenario similar to the 
B1 scenario, by 2 percent in 2020, 5 percent in 2040, and 2 percent in 2080.a We 
adjust the percentages to reflect the A1FI scenario, and apply them to 1,804,000,b 
the average number of reservoir-recreation days for Lake Roosevelt between 
1987 and 1993. We adjust for population growth in 2020, 2040, and 2080, and 
value the reductions applying the estimated consumer surplus per recreation 
day: $72.c  

Results  

References and Notes 
a Payne, J.T., A.W. Wood, A.F. Hamlet, R.N. Palmer, and D.P. Lettenmaier. 2004. “Mitigating the 
Effects of Climate Change on the Water Resources of the Columbia River Basin.” Climatic Change 
62: 233-256. 

b U.S. Army Corps of Engineers, North Pacific Division. 1995. Columbia River System Operation 
Review: Final Environmental Impact Statement. Appendix J: Recreation. Report No. DOE/EIS-0170. 
November. 

c U.S. Army Corps of Engineers, North Pacific Division. 1995. Columbia River System Operation 
Review: Final Environmental Impact Statement. Appendix O: Economic and Social Impact. Report No. 
DOE/EIS-0170. November. 

Potential Value of Reduced Reservoir Recreation 

2020 2040 2080 

$3.8 million $12.2 million $8.8 million 
Source: ECONorthwest 
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4. Other Potential Costs from the Effects of Climate 
Change on Recreation  

Description 
Increased wildland fires will potentially reduce recreation opportunities during 
summer months. Forest closures during wildland fire events and exceptionally 
dry, high-risk fire seasons may limit the area, and thus opportunities, available 
for activities, such as hiking, mountain biking, wildlife watching, and scenic 
driving. Post-fire landscapes may provide more limited or lower-quality 
recreation experiences.a,b 

Low water levels in streams, especially in late summer, may also reduce some 
water-related recreation opportunities, such as river rafting and kayaking. As 
peak flows shift earlier in the season due to earlier snowmelt, they may not 
longer overlap with the summer season in which many people enjoy river 
recreation. Lower flows during peak summer months may limit boating on 
certain stretches of river and lower the quality of the recreation experience.c 

Though insufficient data are available to quantify these impacts, research 
elsewhere suggests that they have the potential to reduce the value (expenditures 
and consumer surplus) of forest-based and water-related recreation in 
Washington. 

References and Notes 
a Starbuck, C.M., R.P. Berrens, and M. McKee. 2006. “Simulating Changes in Forest Recreation 
Demand and Associated Economic Impacts Due to Fire and Fuels Management Activities.” Forest 
Policy and Economics 8: 52-66. 

b Scott, D., G. Wall, and G. McBoyle. 2005. “Chapter 7: Climate Change and Tourism and Recreation 
in North America: Exploring Regional Risks and Opportunities.” In C. M. Hall and J. Higham 
(eds.) Tourism, Recreation and Climate Change. Aspects of Tourism. Clevedon: Channel View 
Publications. 

c Mickelson, K.E., and A.F. Hamlet. 2008. “Effects of Climate Change on White-Water Recreation on 
the Salmon River, Idaho.” American Geophysical Union, Fall Meeting. 
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IV. THE POTENTIAL ECONOMIC COSTS ASSOCIATED WITH 
ACTIVITIES THAT CONTRIBUTE TO CLIMATE CHANGE 

In this section, we describe costs that are produced by activities associated with 
the business-as-usual pathway that contribute to climate change. Although these 
are not costs resulting directly from the effects of climate change per se, they 
represent important sources of economic harm society incurs by proceeding with 
business-as-usual activities. 

A. Wasteful Use of Energy  
Description 
Consumers incur costs by using technologies and behaviors that are less efficient 
in their use of energy than available substitutes. 

Assumptions, Data, and Calculation 
We assume Washington’s consumption of electricity and natural gas in 2007a will 
increase at rates estimated by the Energy Information Administrationb for 
Washington and use percentages reported by several studiesc to estimate the 
amount of energy Washingtonians will waste by not implementing cost-effective 
programs and technologies to increase energy efficiency. We estimate the value 
of the expenditures on wasted energy using recent average prices.d 

Results  

References and Notes 
a Energy Information Administration. 2008. Current and Historical Monthly Retail Sales, Revenue and 
Average per Kilowatthour by State and by Sector (Form EIA-826). Retrieved January 15, 2009, from 
http://www.eia.doe.gov/cneaf/electricity/page/sales_revenue.xls; and Energy Information 
Administration. 2008. Washington Natural Gas Consumption by End Use: 2002-2007. Retrieved 
January 28, 2009, from http://tonto.eia.doe.gov/dnav/ng/ng_cons_sum_dcu_SWA_a.htm. 

b Energy Information Administration. 2008. EERE State Activities and Partnerships: Electric Power and 
Renewable Energy in Washington. Retrieved January 23, 2009, from http://apps1.eere.energy.gov/ 
states/electricity.cfm/state=WA 

c Nadel, S., A. Shipley, R.N. Elliott. 2004. The Technical, Economic and Achievable Potential for Energy 
Efficiency in the U.S.-A Meta Analysis of Different Studies. American Council for an Energy-Efficient 
Economy. 

d Energy Information Administration. 2008. Current and Historical Monthly Retail Sales, Revenue and 
Average per Kilowatthour by State and by Sector (Form EIA-826). Retrieved January 15, 2009, from 
http://www.eia.doe.gov/cneaf/electricity/page/sales_revenue.xls; and Energy Information 
Administration. 2008. Washington Natural Gas Prices: 2002-2007. Retrieved from 
http://tonto.eia.doe.gov/dnav/ng/ng_pri_sum_dcu_SWA_a.htm 

Potential Value of Wasted Electricity and Natural Gas 

2020 2040 2080 

$1.41 billion $1.64 billion $2.22 billion 
Source: ECONorthwest  
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B. Emissions from the Generation of Coal-Fired 
Electricity  

Description 
Burning coal to generate electricity in Washington will impose health-related 
spillover costs on Washingtonians, i.e., costs not reflected in the price of the 
electricity. 

Assumptions, Data, and Calculation 
The TransAlta Centralia Coal Plant, Washington’s only coal-fired power plant, 
which has a generating capacity of 1,404 megawatts (MW), emitted about 2,000 
metric tons of sulfur dioxide and 8,000 metric tons of nitrogen oxide in 2006.a The 
health-related externality costs associated with these pollutants are $2,556 per ton 
for sulfur dioxide, $1,505 per ton for nitrogen oxides.b We assume that, in a 
business-as-usual future, emissions would continue at these rates and that coal-
fired electricity generation in Washington would grow at the expected rate for 
total electricity consumption, 0.8 percent per year.c The potential harm is the sum 
of the cost of the health-related spillover costs for the three pollutants. 

Results  

These results likely underestimate the total health-related spillover costs 
associated with coal-fired electricity generation, insofar as they do not include 
other harmful pollutants, such as particulate matter, mercury, volatile organic 
compounds, and carbon monoxide. 

References and Notes 
a Energy Information Administration. 2008. U.S. Electric Power Industry Estimated Emissions (EIA-767 
and EIA 906). Retrieved January 23, 2009, from http://tonto.eia.doe.gov/state/ 
SEP_MoreEnviron.cfm. 

b Northwest Environmental Defense Center. 2008. “Breakdown of PGE Boardman Pollution.” PGE 
Boardman Coal-Fired Power Plant. Retrieved January 23, 2009, from http://www.lclark.edu/org/ 
nedc/pge.html. 

c Matthews, H.S. and L.B. Lave. 2000. “Applications of Environmental Valuation for Determining 
Externality Costs.” Environmental Science and Technology. 34 (8) 1390-1395. Values converted to 
equivalent 2008 dollars.  

d U.S. Department of Energy, Energy Efficiency and Renewable Energy. 2008. Electricity Power and 
Renewable Energy in Washington. Retrieved January 23, 2009, from http://apps1.eere.energy.gov/ 
states/electricity.cfm/state=WA 

Potential Value of Health-Related Spillover Costs of Coal-Fired Electricity 

2020 2040 2080 

$19.2 million $22.5 million $30.7 million 
Source: ECONorthwest 
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V.  POTENTIAL ECONOMIC COSTS PER HOUSEHOLD 

The preceding sections illustrate some specific types of potential economic costs 
Washingtonians as a whole would face if Washington, other states, the U.S., and 
other nations adopt a business-as-usual approach to climate change. Here, we 
scale down our findings to illustrate the potential costs per household.  

In 2005, Washington had 2.45 million households.30 We assume this number will 
grow at the same rates projected for Washington’s population through 2030 and 
at the rates projected for the U.S. population from 2030 until 2080, reaching 3.0 
million in 2020, 3.56 million in 2040, and 4.70 million in 2080. Dividing these 
numbers into the estimates of statewide potential costs from the preceding 
section for each of these years yields the per-household costs shown in Figure 7. 
These costs are not negligible; based on the median income of a household in 
Washington in the 2005-2007 period,31 these costs represent 2 percent of 
household earnings in 2020, 3 percent in 2040, and 5 percent in 2080. 

 

 

                                                        

30 U.S. Census Bureau. 2006. “Selected Social Characteristics: Washington.” 2005 American 
Community Survey. Retrieved January 30, 2009, from http://www.census.gov/acs/www/ 
Area%20Sheets/Area%20Sheet%20WA.doc. 

31 U.S. Census Bureau. No date. “Washington-Fact Sheet—American FactFinder.” 2005-2007 
American Community Survey. Retrieved January 26, 2009, from http://factfinder.census.gov/ 
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Figure 7. Potential Economic Costs Per Household in Washington Under a Business-
As-Usual Approach to Climate Change, 2020, 2040, and 2080  
(Dollars per Year) 

Potential Cost 2020 2040 2080 

Costs of Climate Change    

Increased Energy-Related Costs $74  $175  $319  

Reduced Salmon Populations $177  $393  $638  

Increased Coastal Damage  $24  $42  $75  

Reduced Food Production $12  $18  $77  

Increased Wildland Fire Costs $34  $58  $98  

Increased Health-Related Costs  $433  $618  $936  

Lost Recreation Opportunities  $25  $59  $130  

Subtotal for Costs of Climate Change $779  $1,363  $2,275  

Additional Costs from Business-as-Usual (BAU) Activities that Contribute to Climate Change 

Inefficient Consumption of Energy $466  $449  $468  

Increased Health Costs from Coal-Fired Emissions $6  $6  $7  

Subtotal for Costs from BAU Activities $473  $456  $475  

Average Cost per Household per Year $1,252  $1,819  $2,750  
Source: ECONorthwest. 

Notes: These numbers illustrate different types of annual cost Washingtonians potentially would incur if society were to continue 
with a business-as-usual approach to climate change. There may be overlap between the values for some of the different types of 
cost. Nonetheless, adding the different types of costs probably seriously understates the total potential cost of climate change 
because the table excludes many additional types of climate-related costs that Washingtonians would incur under a business-as-
usual approach. The numbers do not indicate the net effect of climate change, as they do not represent a forecast of how the 
economy will respond to the different effects of climate change, or account for potential economic benefits that might materialize 
from moderate warming and other changes in climate.  
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Oiled Wildlife 

Response 

Introduction 

Oil spills affect wildlife.  Whether the spill occurs on 

land, in saltwater or in freshwater, there is a strong 

possibility that wildlife will be impacted.  Birds are the 

most commonly impacted animal during an oil spill but 

animals such as sea otters, river otter, raccoons, 

muskrats, seals, and killer whales can also be 

affected.  Oiled wildlife response operations are 

generally coordinated by the United States Fish and 

Wildlife Service. 

Background 
Wildlife rescue activities in Washington, Oregon, and 

Idaho are guided by the Wildlife Response Plan in 

Chapter 9970 of the Northwest Area Contingency 

Plan.  The Wildlife Response Plan describes how the personnel and 

equipment used to respond to oiled wildlife will be mobilized under 

the direction of the Wildlife Branch.  The Wildlife Branch is located 

within the Operations Section of the Incident Command and is 

responsible for all oiled wildlife response activities, personnel, and 

equipment.   

Effects of Oil on Wildlife 
Oil is toxic to animals when ingested and can cause chemical burns 

when it comes in contact with skin and eyes.  It can also cause fur 

and feathers to become matted.  Animals that do not possess 

blubber rely on their fur or feathers to insulate them from the cold 

water and weather of the Pacific Northwest.  Without the insulation 

provided by their fur or feathers, these animals become vulnerable 

to hypothermia which can lead to death.  There are a number of 

variables that affect animal survival rates once they become oiled.  

These variables can include; the species impacted, the type of oil, 

the time of year, 

the amount 

of time it 

takes to 

recover an 

oiled animal, 

and the 

quality of 

care that the 

animal 

receives 

after being 

recovered. 

 

 

 

Harbor Seal Pup – Photo by Barry Troutman  

Common Murres – WDFW Photo        

Reporting  

Oiled Wildlife 

Visibly oiled wildlife 

observed in Washington 

should be reported to the 

Washington Emergency 

Management Division at 1-

800-258-5990.  Oiled 

wildlife observed in Oregon 

should be reported to the 

Oregon Emergency 

Response System at 1-800-

452-0311.  Reporting 

information should include 

the date and time of the 

observation, the number 

and location of the animals 

observed, and their ability to 

fly or move.  The 

information that you submit 

will be forwarded to the 

appropriate agencies.   

 

http://www.rrt10nwac.com/Files/NWACP/9970_Northwest%20Wildlife%20Response%20Plan.pdf
http://www.rrt10nwac.com/NWACP/Default.aspx
http://www.rrt10nwac.com/NWACP/Default.aspx


 Oiled Wildlife Capture 

Oiled wildlife capture and 

rehabilitation should not be 

attempted by the general 

public; it should be left to 

those who have the proper 

training, permits, and 

facilities.  Untrained 

individuals who attempt to 

capture animals risk 

personal injury to 

themselves, potential for 

disease transmission from 

animals to humans, and 

injury to the animals.    

 

Response Actions 
An oiled wildlife response requires personnel with specialized 

training, experience, and facilities to effectively capture and 

rehabilitate animals.  The spill size and location, time of year, and 

the type of oil all play a significant role in determining the complexity 

of the response.  The primary activities associated with a wildlife 

response include search and capture, field stabilization, 

transportation to the rehabilitation center, rehabilitation, and release.  

Hazing (scaring) animals is used in certain situations to attempt to 

move un-oiled animals away from oiled areas.  Once oiled, it may 

take days before an animal has become weak enough that it can be 

captured.  Generally speaking the capture crews are able to capture 

birds and smaller marine and terrestrial mammals such as sea 

otters, seal pups, muskrat, etc.  Reptiles are caught on occasion as 

well.  Unfortunately, there are no emergency facilities for treating 

large cetaceans (whales, dolphins, and porpoises) and large 

pinnipeds (seals and sea lions) exposed to oil.  

Planning and Preparation 
Having pre-existing facilities, trained personnel, and a plan to use 

them in place before a spill can greatly improve the success of a 

response.  Oiled wildlife response involves a lot of people, 

equipment, time, and coordination.  Being prepared before a spill 

happens is critical to maintaining the ability to respond quickly and 

efficiently during a spill.  Preparation includes the development of 

wildlife response facilities/equipment, training personnel, use of 

wildlife care volunteers, and practicing (drilling) how these resources 

will be used during a spill.  Tabletop drills are used to practice the 

organizational/administrative aspects of a response.  Equipment 

drills ensure that the equipment is ready to be used. 

Wildlife response personnel come from various state and federal 

agencies, the responsible party, professional wildlife and spill 

response organizations, and/or citizen volunteers.  

Facility resources in the Northwest are comprised 

primarily of two mobile oiled wildlife rehabilitation 

facilities.  Each mobile facility has a planning capacity 

of 100 birds (based on common murres and a 

“modeled” spill event) and can be deployed and setup 

anywhere within Washington State within 24 hours.  

The PAWS Wildlife Center in Lynnwood Washington 

and the West Sound Wildlife Shelter on Bainbridge 

Island are also capable of handling a small number of 

oiled animals. 

Wildlife Care Volunteers 
When there are significant impacts to wildlife from 

spills, there may be a need to use citizen volunteers.  

When volunteers are used during a spill response they 

are coordinated by the Incident Command and are 

assigned roles that are appropriate to their training.  

The Northwest Area Committee 

policy on use of volunteers gives 

preference to those who have 

received previous training and are 

affiliated with an existing 

volunteer organization.  Pre-

trained, affiliated volunteers will 

be contacted and used before 

untrained and unaffiliated 

volunteers.  If you are interested 

in becoming a volunteer for oiled 

wildlife response please send an 

email to 

oilwildlifevolunteers@ecy.wa.gov. 

Mallard Duck Being Washed  

– WDFW Photo 

mailto:oilwildlifevolunteers@ecy.wa.gov
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Table 7. Recreational shellfish catch (pounds) in                           
Washington in 2006, by species group and catch region 

SPECIES 

GROUP 

NORTH 

PUGET 

SOUND 

SOUTH 

PUGET 

SOUND 

STRAIT COAST 
COLUMBIA 

RIVER 
TOTAL 

Dungeness 

Crab 
798,104 381,692 39,755 -- -- 1,219,551 

Shrimp 21,388 82,683 1,850 -- -- 105,921 

Razor 

clams 
-- -- -- 3,601,000 -- 3,601,000 

Other 

clams 
92,704 252,964 -- -- -- 345,668 

Oysters 19,106 632,988 -- -- -- 652,094 

Notes: 

All values are in pounds except for oysters, which are in number of oysters. 

Columbia River region includes the Columbia River and all tributaries, including the Snake River. 

Source: Preliminary data for the Sport Catch Report provided by WDFW (Kraig pers. Comm.) 
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ES-1

“To allow us to fully educate the public on the importance of fishing, I would like 
the Commission to summarize the economic benefit that our commercial and 
recreational fisheries provide the state. While sustainable fishing practices must be 
consistent with conservation needs of the fish, both fisheries have an important 
economic role, particularly in our rural communities.” 

This study was conducted with the express purpose 
of addressing the request from Governor Gregoire 
to explore the economic importance of the non-
treaty commercial and recreational fisheries in 
the State of Washington. The study is designed to 
summarize the overall economic benefits of Wash-
ington’s non-treaty commercial and recreational 
fisheries for 2006.  Although the study estimates 
net economic values and economic impacts of 
both commercial and recreational fisheries, it is 
not sufficiently comprehensive and the values are 
not estimated with adequate precision to warrant 
a comparative analysis of the two fisheries.  Some 
components of net economic values were not 
quantified and, in the case of economic impacts, 
the effects associated with the spending by state 
resident anglers are fundamentally different from 
the effects generated by non-resident recreational 
anglers and by commercial fishers.

Study Conclusions
Ultimately, our findings indicate that commercial 
and recreational fisheries not only contribute em-
ployment and personal income, but also contrib-
ute in several other significant ways to Washing-
ton’s economy, as well as to its residents’ quality 
of life. 

In terms of economic impacts, commercial and 
recreational fishing conducted in Washington 
fisheries directly and indirectly supported an esti-
mated 16,374 jobs and $540 million in personal 
income in 2006. When viewed in the context of 
the Washington state economy, these levels of 
employment and earnings account for about 0.4 
percent of total statewide employment and about 
0.2 percent of total statewide personal income in 
2006.

Recreational fishing generates the larger share of 
economic impacts, supporting 12,850 jobs or 
more than three-quarters of the fishing-related 
jobs in 2006.  Of the jobs supported by recre-
ational anglers, state residents accounted for more 
than 90 percent of the spending that supports 
these jobs.

While the spending by non-resident anglers con-
tributes to the tourism economy in Washington 
State, spending by resident anglers serves to di-
rect discretionary consumer spending toward fish-
ing-related goods and services. As a consequence, 
spending by non-resident anglers plays a more 
pivotal role in supporting the state economy than 
does the spending by resident anglers. 

Governor Christine Gregoire’s Request

Final Report:
Economic Analysis of the Non-Treaty Commercial and Recreational 
Fisheries in Washington State

Executive Summary



Aquaculture – $81.1

West Coast Offshore – $5.9

Washington Fisheries – $65.1

Excluded Catch Area – $22.1

Harvest value from Washington fisheries and other commercial landings in
2006 (in millions of dollars)

Groundfish – $9.6

Pacific Halibut – $0.4

Highly Migratory Species – $3.8

Salmon – $9.5

Other Anadromous
and Eggs – $0.2

Shellfish – $41.1

Coastal Pelagic Species – $0.5

Executive Summary (cont.)

Final Report: Economic Analysis of the Non-Treaty Commercial and Recreational Fisheries in the State of WashingtonES-2

The non-treaty commercial fishery in Washington 
waters also contributes an estimated $38 million in 
net economic values (net income or profits), allow-
ing commercial fishers to participate in a livelihood 
that has been passed down from generation to gen-
eration. And, recreational fisheries generate an esti-
mated $424 million in net economic values (over 
and above expenditures) to the estimated 725,000 
residents who live and fish in Washington, suggest-
ing that sport fishing substantially contributes to 
anglers’ quality of life.

Detailed Summary of Finding
Our study focuses specifically on fishing activity in 
state waters in 2006, and considers two widely used 
but distinctly different economic measures: 

Net economic values and 

Economic impacts 

Net economic values measure the net (or surplus) 
value to commercial and sport anglers who partici-
pate in the fisheries. For sport anglers, net economic 
values measure an angler’s willingness to pay over 
and above actual out-of-pocket costs to fish. For 
commercial fishers, net economic values represent 
the profit (or net income) from fishing. Economic 
impacts, on the other hand, measure the jobs and 
personal income that are directly and indirectly sup-
ported statewide by sport and commercial fishing 
activity.

Commercial Fishery 
Washington State’s commercial fishing industry is 
structured around a multi-species fishery. Ground-
fish, halibut, albacore, salmon, and shellfish are all 
major species groups important to the industry. In 
2006, non-tribal commercial fish landings from 
Washington fisheries totaled nearly 109.4 million 
pounds, generating $65.1 million in ex-vessel value 
(i.e. the price received by commercial fishers for fish 

◗

◗

 Harvest value from Washington fisheries in 2006 by species group
(in millions of dollars)

landed at the dock) for fish harvesters. Although 
groundfish produced the greatest share of landings 
(about 54%), shellfish generated the greatest share 
of ex-vessel value (63%).

As indicated above, this study focuses on the fisher-
ies in Washington waters only, which represent only 
one part of a much larger commercial fishing indus-
try in Washington State. But the commercial fishing 
industry in Washington has other vital components, 
including harvesting by western Washington tribes; 
harvesting in distant waters including Alaska, Or-
egon and Canada; and aquaculture operations.

In terms of regional catch, the Coastal area is by 
far the largest contributor to commercial fish har-
vesting in Washington, accounting for 85 percent 
of total pounds landed and 63 percent of total ex-
vessel value. Grays Harbor County—producing 
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Expenditures on
Fishing-Related

Equipment – $549.9

Trip-Related
Expenditures – $354.9

Recreational fishing expenditures in Washington State in 2006 (millions of 
dollars)

Fishing for trout was the most popular freshwater 
fishing activity (48% of all angler days in Washing-
ton State), followed by fishing for salmon (23%), 
steelhead (12%), and black bass (12%). An estimat-
ed 538,000 anglers participated in freshwater fish-
ing in Washington State in 2006, accounting for 7.5 
million angler days.

Recreational anglers in Washington State spent an 
estimated $904.8 million in 2006 on fishing-related 
equipment and trip-related items. Trip-related ex-
penditures, including food, lodging, transportation, 
and other trip expenses, totaled $354.9 million, and 
expenditures on fishing-related equipment totaled 
about $549.9 million. 

Executive Summary (cont.)

December 2008 ES-3

King Salmon

Recreational fishing days in Washington State in 2006 (millions of days)

$19.3 million in landings from Washington fisher-
ies—is the state’s largest commercial port area, and 
accounted for nearly 30 percent of the total value of 
landings from Washington fisheries in 2006. Other 
port counties with significant shares of commercial 
harvest values include Whatcom County (21%), 
King County (9%), Skagit County (7%), and Clal-
lam County (5%).

Seafood processing also contributes significantly to 
the value of Washington’s commercial fisheries. In-
cluding in-state processing, the wholesale value of 
fishery products caught in Washington waters was 
an estimated $101 million in 2006. Groundfish 
accounted for about 61 percent of this value, and 
shellfish accounted for about 21 percent.

Recreational Fishery
An estimated 824,000 anglers fished (finfishing and 
shellfishing) in Washington State in 2006. About 
88 percent of these anglers were state residents, and 
12 percent were nonresidents. State residents fished 
about 8.5 million days (about 93% of all fishing days 
in Washington) and nonresidents fished 615,000 
days (about 7% of all fishing days).

In addition to finfishing, shellfishing is a popular ac-
tivity in Washington State, primarily along the Pa-
cific Coast and the shoreline of Puget Sound.  Both 
Dungeness crab harvesting in North Puget Sound 
waters and clamming for razor clams along the Pa-
cific Coast shoreline are very popular with state resi-
dents.

In 2006, an estimated 286,000 anglers sport fished 
in marine waters in Washington, accounting for 1.5 

million saltwater angler days. Salmon was the most 
popular target species, comprising 52 percent of the 
saltwater angler days. On about 35 percent of angler 
days shellfish was the target, and on the remaining 
12 percent of days other saltwater species were the 
major focus.  
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Section 1

Final Report: Economic Analysis of the Non-Treaty Commercial and Recreational Fisheries in the State of Washington

INTRODUCTION

This economic study of the non-
treaty commercial and recreational 
fisheries in the state of Washington 
was commissioned by the Washing-
ton State Department of Fish and 
Wildlife (WDFW).  The impetus for 
the study was provided by Governor 
Chris Gregoire in a request to the 
Washington Fish and Wildlife Com-
mission, as stated in the following:

“Economic Benefits:  To allow us 
to fully educate the public on the 
importance of fishing, I would like 
the Commission to summarize the 
economic benefit that our com-
mercial and recreational fisheries 
provide the state.  While sustain-
able fishing practices must be 
consistent with conservation needs 
of the fish, both fisheries have an 
important economic role, particu-
larly in our rural communities.” 

This report addresses the Govenor’s study guidance. More 
specifically, the report addresses the following objectives: 

identify affected fisheries and their beneficiaries

establish the conceptual foundation (net economic values and 
economic impacts) for assigning value to the beneficiaries

characterize sport fishing activity in terms of catch and 
effort by species groups for the 2006 base year

establish statewide economic values (net economic 
values) and impacts (jobs, earnings) associated 
with sport fisheries for the 2006 base year 

characterize commercial fishing activity in terms 
of harvest by species groups and by port

establish statewide economic values (net economic 
values) and impacts (jobs, earnings) associated with 
commercial fisheries for 2006 base year 

◗

◗

◗

◗

◗

◗

As stated in the study objectives, 
both net economic values and eco-
nomic impacts are addressed in the 

report.  Net economic values and 
economic impacts are two widely 
used but distinctly different econom-
ic measures.  Net economic values 
measure the net (or surplus) value to 
commercial and sport anglers associ-

ated with participating in the fisher-
ies.  For sport anglers, net economic 
values measure an angler’s additional 
willingness to pay to fish over and 
above actual out-of-pocket costs.  For 
commercial fishers, net economic 



Net economic values (NEVs) 
and economic impacts 
provide information that helps 
decisionmakers answer different 
questions.  Because NEVs are 
monetary measures of economic 
welfare, they are used to evaluate 
the economic efficiency of policy 
or program changes.  Benefit-cost 
analysis is a widely used analytical 
tool for evaluating the economic 
efficiency of policy actions, such as 
changing hatchery production or 
reallocating fish harvest among user 
groups.  Decisions are reached on 
whether the benefits of proposed 
changes in existing policy would 
exceed the costs of the proposed 
action.  Economic impacts, on the 
other hand, provide decision makers 
with information on how policy 
changes affect economic activity, 
as measured in terms of jobs and 
personal income, in communities, 
regions, or even at the state or 
national level.  Because economic 
impacts are measures of economic 
activity, the information is important 
in the context of local and regional 
economic development goals.  
For example, a major increase in 
hatchery capacity and operations 
could result in increasing the number 
of jobs and personal income in areas 
targeted for economic development, 
thereby contributing to achieving local 
economic development objectives.          

forts to assemble data from the 
commercial fishing license and 
catch database, and from WDFW’s 
Sport Catch Report made pulling 
this report together in short order 
possible.  Also, a special thanks to 
Craig Burley for keeping all the 
parts moving at all times that al-
lowed us to meet a tight schedule. 

values mostly represent the profit (or 
net income) from fishing.  Economic 
impacts, on the other hand, measure 
the jobs and personal income that are 
supported by sport and commercial 
fishing activity.  Both commercial 
and sport fishing are widely recog-
nized as important industries to the 
state of Washington, making signifi-
cant contributions that support local, 
regional, and the state economy.  

Although this study focuses on 
the values that fisheries provide to 
users (commercial fishers and sport 
anglers) of the resources, it should be 
acknowledged that protecting fishery 
resources, particularly those resources 
that may be threatened or endan-
gered, has value to persons who don’t 
directly use (or even consume) fish-
ery resources.  These values are often 
referred to as non-use or passive use 
values.  Although non-use values are 
not included for evaluation in this 
study, it is important to acknowledge 
them and to understand that a more 
comprehensive accounting of all of 
the social and economic values of 
Washington fisheries would attempt 
to address them more thoroughly.  
Because there is considerable debate 
within the economics profession 
concerning the theory and legitimacy 
of measuring these values, further 
examination of them here is con-
sidered beyond the study scope. 

The focus of this study is on 
statewide economic values and 
impacts.  Although the study focus 
is statewide, the approach used to 
develop these values and impacts is 
based on regional building blocks of 
information that also shed light on 
the regional importance of fisher-

ies throughout the state. The study 
regions include Puget Sound (includ-
ing North Puget Sound, South Puget 
Sound, and the Strait of Juan de 
Fuca), the coast (from Cape Flattery 
to the mouth of the Columbia Riv-
er), and the Columbia River (includ-
ing the river and its tributaries below 
Bonneville Dam and the vast inland 
watershed above the dam).  These 
regions are highlighted in Figure 1.

This study is limited to estimating 
economic values and impacts as-
sociated with non-tribal fisheries in 
Washington waters only.  Fisheries 
that are excluded from assessment 
include the fisheries of the western 
Washington treaty tribes; distant 
water fisheries, including the Alas-
kan and Canadian fisheries; catch 
landed in Washington from harvest 
areas south of the seaward exten-
sion of the Washington-Oregon 
land border; fisheries where Wash-
ington home-port vessels deliver to 
other states; and fish products from 
aquaculture operations in Wash-
ington State.  As described in more 
detail in Section 4, these additional 
commerical fishery components 
contribute substantially to the overall 
value of the commercial fishing 
industry in Washington as well as 
to the state economy.  Therefore, it 
is important to recognize that the 
economic values and impacts of the 
commercial fisheries described in 
Section 2 of this report represent 
only a piece of a much larger in-
dustry in the state of Washington.       

Lastly, a note about those who 
were instrumental in assembling 
the information that serves as the 
report foundation.  We wish to 
thank Lee Hoines and Eric Kraig 
of the WDFW whose tireless ef-

�
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Dungeness crab

�Final Report: Economic Analysis of the Non-Treaty Commercial and Recreational Fisheries in Washington State

Section 2

COMMERCIAL FISHERIES 

This section presents an 
overview of the commercial 

fishing industry and fishing 
activity, followed by descriptions 
of pounds landed and ex-vessel 
value of fish commercially 
harvested in 2006, which are 
characterized by species group, 
by catch region, and by port 
county of origin.  The economic 
impacts generated by the 
commercial fishery also are 
described at the state level.  

rockfish, lingcod, and sablefish. 
Washington fishers must rely on a 
number of different fisheries that are 
seasonal and fluctuate from year to 
year for their livelihoods.  Addition-
ally, many Washington-based com-
mercial fishing enterprises, including 
harvesters, processors and support 
businesses, rely to a great extent 
on the catch of Alaskan and other 
distant water fish that is delivered to 
Washington ports for processing and 
distribution to world markets.  All of 
these fisheries contribute to a wide 
range of commercial activities that 
have economic and social signifi-
cance to those engaged in commer-
cial fishing, including fish buyers and 
processors, suppliers of commercial 
fishing equipment and services, and 
fishing communities that depend on 
these fisheries.  Seafood harvesters 
use a variety of fishing gear that falls 
under the broad categories of net 
gear, dredge gear, pot gear, gear that 
uses hooks and lines, and other gear.

In the Puget Sound area (see Figure 
1), major commercial fishing ports 
are located in Seattle, Bellingham 
Bay, and Blaine. Ports are also 
located in Friday Harbor, Ana-
cortes, La Conner, Everett, Tacoma, 
Olympia, and Shelton.  Seattle has 
traditionally served as an important 
entry port for Alaska, and many of 
the large seafood catcher-processors 
participating in Alaskan fisheries are 
based there. Blaine and Bellingham, 
both north of Seattle, are important 
ports for groundfish vessels, with 
about one-third of the Puget Sound 

Industry and Activity Overview

The Washington commercial fish-
ing industry is structured around a 
multi-species fishery.  Major species 
groups important to the state’s fish-
ing industry are groundfish, halibut, 
salmon, albacore, and shellfish.  Im-
portant species within the groundfish 
category include whiting, flatfish, 



Table 1.  Pounds of commercial fish landings from
Washington non-treaty fisheries in 2006, by species group

SpecieS Group and Major SpecieS poundS
Landed 

percenT of
ToTaL

Groundfish (excluding Pacific Halibut)

Pacific whiting ��,066,7�9 86.�

Sablefish �,��9,�63 3.6

Sole (Dover and petrale) �,646,374 �.8

Spiny dogfish �,079,�07 �.8

Other groundfish 3,306,06� �.6

                                        Total Groundfish 59,217,924 100.0

Pacific Halibut

                                   Total Pacific Halibut 135,868 100.0

Coastal Pelagic Species

Sardines 7,3�4,4�� 89.3

Herring (bait) 44�,437 �.4

Other pelagic species 433,��6 �.3

Total Coastal Pelagic Species 8,233,078 100.0

Highly Migratory Species

Albacore tuna 4,799,70� 99.9

Other highly migratory species �,96� <0.�

Total Highly Migratory Species 4,802,666 100.0

Salmon

Chum     8,�73,08� 7�.�

Sockeye �,���,6�6 ��.4

Chinook 97�,8�� 8.8

Coho ���,640 4.7

Pink* – –

                                             Total Salmon 11,020,228 100.0

Other Anadromous and Eggs

Sturgeon 9�,��6 �8.�

Mixed shad 60,366 38.�

Columbia River smelt �,866 3.7

Eggs – chum �63 0.�

           Total Other Anadromous and Eggs 158,621 100.0

Shellfish

Dungeness crab �7,�06,�37 66.3

Pink shrimp 4,986,709 �9.3

Geoduck clams �,47�,�98 9.6

Other shellfish �,��4,�98 4.7

                                 Total Shellfish 25,789,641 99.9

GRAND TOTAL 109,358,026

* The pink salmon fishery occurs during odd-numbered years only.  The average annual catch (pounds landed) 
of pink salmon caught in Washington waters in 2001, 2003, and 2005 was 5,238,586 pounds.

Source: WDFW license and fish ticket database (Hoines pers. comm.)
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Section 2 (cont.)

port group’s fishing vessels home 
ported in Bellingham in 2001. In 
terms of the distribution of differ-
ent sized vessels, Puget Sound is 
consistent with the West Coast as 
a whole, with about two-thirds of 
the vessels under 40 feet; however, 
one of the two vessels over 150 feet 
participating in West Coast fisheries 
is based in Seattle. (NMFS 2005)

Along the Strait of Juan de Fuca, 
ports are located in Port Townsend, 
Sequim, Port Angeles, and Neah 
Bay.  Port Angeles is the deliv-
ery port for the bulk of limited 
entry fixed gear and open access 
groundfish vessels in the Strait of 
Juan de Fuca region.  Ports along 
Washington’s coast include La 
Push, Copalis Beach, Grays Harbor, 
Westport, Willapa Bay, and Ilwaco. 

The seafood distribution chain 
begins with deliveries by the har-
vesters (ex-vessel landings) to the 
shoreside networks of buyers and 
processors, and includes the linkage 
between buyers and processors and 
seafood markets. Most Washington 
commercial landings are delivered 
to shore-based processors and are 
processed within the state, although 
a portion of the catch is handled by 
at-sea processors on factory ships.  
On-shore processing capacity has 
been consolidating in recent years.

Several companies have left the 
market or have chosen to quit the 
business entirely. This has led to 
trucking fish from certain landing 
ports communities for processing. 
Therefore, landings do not neces-
sarily indicate processing activity in 
those communities. Some proces-



Table 2.  Value (ex-vessel) of commercial fish landings from
Washington fisheries in 2006, by species group

SpecieS Group and Major SpecieS ex-veSSeL
vaLue

percenT of
ToTaL

Groundfish (excluding Pacific Halibut)

Sablefish $4,307,�3� 44.8

Pacific whiting $3,0��,8�8 3�.�

Sole (Dover and petrale) $990,6�� �0.3

Other groundfish $�,�9�,��� �3.�

                                        Total Groundfish $9,618,867 100.0

Pacific Halibut

                                   Total Pacific Halibut $407,382 100.0

Coastal Pelagic Species

Sardines     $3��,�7� 6�.7

Herring (bait) $�48,007 �9.3

Other pelagic species $4�,08� 8.9

      Total Coastal Pelagic Species $504,664 99.9

Highly Migratory Species

Albacore tuna $3,777,0�4 �00.0

Other highly migratory species – –

Total Highly Migratory Species $3,777,024 100.0

Salmon

Chum     $4,739,�0� 49.9

Chinook $�,���,6�� �6.9

Sockeye $�,49�,�8� ��.7

Coho $7��,4�� 7.�

Pink* – –

                                             Total Salmon $9,495,556 100.0

Other Anadromous and Eggs

Sturgeon $�8�,9�7 94.8

Columbia River smelt $9,��7 4.9

Eggs – chum $6�� 0.3

Mixed shad $� –

           Total Other Anadromous and Eggs $193,168 100.0

Shellfish

Dungeness crab $�9,�67,�3� 7�.9

Geoduck clams $7,9�7,798 �9.4

Pink shrimp $�,�89,�34 3.9

Other shellfish $�,987,99� 4.8

                                            Total Shellfish $41,102,562 100.0

GRAND TOTAL $65,099,232

* The pink salmon fishery occurs during odd-numbered years only.  The average annual value of pink salmon 
caught in Washington waters in 2001, 2003, and 2005 was $547,525.

Source: WDFW license and fish ticket database (Hoines pers. comm.)
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sors in Washington receive land-
ings from both Washington and 
Alaska fisheries. (NMFS 2005)

Fish Harvesting and 
Ex-Vessel Value

Non-tribal commercial fish land-
ings from Washington fisheries 
totaled nearly 109.4 million pounds 
in 2006, generating $65.1 million in 
ex-vessel value (i.e., the price received 
by commercial fishers for fish landed 
at the dock) for fish harvesters.  As 
Table 1 shows, landings are grouped 
into seven major species groups, 
including groundfish, Pacific halibut, 
coastal pelagic species, highly migra-
tory species, salmon, other anadro-
mous species and eggs, and shellfish. 

In term of pounds landed, the 
groundfish group, with 59.2 million 
pounds in landings, is Washington’s 
largest fishery, accounting for 54 
percent of the commercial catch 
from Washington waters.  Within 
this species group, Pacific whiting 
accounts for more than 85 percent of 
total groundfish landings. Landings 
of groundfish generated $9.6 mil-
lion in ex-vessel value for harvesters 
in 2006, with landings of sablefish 
and Pacific whiting contributing 
substantially to this total (Table 2).

Although the groundfish species 
group produces the greatest share 
of landings, the shellfish species 
group, with 25.8 million pounds 
in landings, generates the great-
est share of ex-vessel value.  The 
$41.1 million in shellfish landings 
accounted for 63 percent of total 
ex-vessel value, compared to 15 
percent for the groundfish group, 
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attributable to total landings from 
Washington waters in 2006.  Within 
the shellfish group, Dungeness crab 
accounts for more than two-thirds 
of landings and ex-vessel value, 
as shown in Tables 1 and 2.

Albacore is the most important 
highly migratory species. In 2006, 
albacore landings from Washington 
waters totaled 4.8 million pounds 
and about $3.8 million in ex-vessel 
values. Of the coastal pelagic species, 
sardines are the most important.

Salmon is a major contributor to 
the Washington commercial fishing 
industry.  In 2006, salmon landings 
from Washington waters totaled 11.0 
million pounds and $9.5 million 
in ex-vessel value, accounting for 
10.1 percent of the total landings 
and 14.6 percent of the total ex-
vessel value generated by landings 
across all species groups. Within 
the salmon species group, chum 
salmon accounted for three-quar-
ters of salmon landings and about 
half the ex-vessel value. Despite 
accounting for only 8.8 percent of 
pounds landed within this group, 
Chinook contributed more than a 
quarter of the total value of salmon 
landings from Washington waters.

Smaller contributions to Wash-
ington’s overall commercial fishery 
are made by the “other anadromous 
species and eggs group” and Pacific 
halibut.  As Tables 1 and 2 show, 
the “other anadromous species 
and eggs group” produced about 
159,000 pounds of landings, valued 
at $193,200, in 2006.  Within this 
group, sturgeon and shad landings 
accounted for the vast majority of 

landings and value.  Pacific halibut 
landings from Washington waters 
totaled 135,900 pounds, generating 
$407,400 in ex-vessel value in 2006.

Landings and the associated value 
of those landings from Washington 
fisheries in 2006 are shown by catch 
region in Table 3.  The Coastal 
catch area is by far the largest con-
tributor to the overall Washington 
fishery, accounting for 85 percent 
of pounds landed and 63 percent of 
ex-vessel value.  Within the Coastal 
catch region, landings of groundfish 
(including Pacific halibut, highly 
migratory species, and coastal pelagic 
species) and shellfish species are the 
biggest contributors.  Combined, 
these two species groups accounted 
for nearly 99 percent of the pounds 
landed in the catch region and 95 
percent of the ex-vessel value.  Most 
of the remaining value of the catch 
in the coastal catch area is gener-
ated by landings of salmon.

Outside of the coastal catch re-
gion, the North and South Puget 
Sound catch regions were the largest 
contributors to the overall Wash-
ington commercial fishery in 2006. 
The North Puget Sound catch area 
contributed nearly 7 percent of the 
pounds landed within the overall 
fishery and 14 percent of its ex-
vessel value (Table 3).  The South 
Puget Sound catch contributed a 
larger share to the overall Washing-
ton fishery, producing 9 percent of 
landed pounds and 19 percent of 
ex-vessel value.  Within both catch 
regions, the salmon species group is 
a much bigger contributor to land-
ings and ex-vessel values than it is in 
the other catch regions.  The value 

of salmon landings totaled $3.8 
million in the South Puget Sound 
area and $2.9 million in the North 
Puget Sound area, accounting for 40 
percent and 27 percent, respectively, 
of the value of all salmon landings 
within the overall Washington com-
mercial fishery.  Within both the 
North and South Puget Sound catch 
regions, salmon landings accounted 
for nearly one-third of the value of 
all landings.  Shellfish, however, was 
the larger contributor to ex-vessel 
value in both areas, accounting for 
about two-thirds of total ex-vessel 
value within both the North and 
South Puget Sound catch regions.

Within the Strait of Juan de Fuca 
catch region, which accounted 
for 0.8 percent of pounds landed 
and 1.7 percent of ex-vessel value 
within the overall Washington 
fishery, shellfish and groundfish are 
the major contributors.  Shellfish 
produced 83 percent of the catch 
area’s total pounds landed and 
94 percent of its ex-vessel value.  
Groundfish accounted for most of 
the remaining landings and value 
within the catch area (Table 3).

The Lower Columbia River catch 
region, which accounted for 0.6 
percent of the landings and 1.8 per-
cent of the ex-vessel value within the 
overall Washington fishery, is domi-
nated by the catch of salmon spe-
cies (Table 3).  Harvests of salmon 
produced 84 percent of both the 
pounds landed and ex-vessel value of 
the total catch in the Lower Colom-
bia River catch region.  The Upper 
Columbia River, which is primar-
ily a recreational and tribal fishery, 
produced 8,400 pounds of non-
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Table 4.  Value (ex-vessel) of commercial fish landings from
Washington fisheries in 2006, by port county of origin (in thousands of dollars)

SpecieS 
Group 

porT counTy of oriGin

cLaLLaM  cLark cowLiTz
GrayS 

HARbOR
iSLand

jeffer-
Son

kinG kiTSap MaSon pacific

Groundfish� $�,4�6.7 – – $�,�70.0 $0.� $�4.0 $�04.4 – $3�.0 $�,480.�

Salmon $603.� $43.4 $3��.� $��3.� $�6.9 $��7.3 $�,39�.9 – $�.3 $�,068.�

Other
Anadramous
and Eggs

$0.00� – $�0.7 $8.0 – – $�.0 – – $�6.9

Shellfish $�,036.� – $3.8 $�3,470.6 $64.9 $�,�97.0 $4,48�.7 $�90.7 $�4.6 $7,384.�

TOTAL $3,096.3 $43.4 $380.0 $19,262.1 $82.3 $1368.3 $5,979.0 $190.7 $90.0 $1,099.0

SpecieS 
Group 

porT counTy of oriGin
STaTe ToTaL

pierce
San 

juan
SkaGiT

Sno-
HOMiSH

tHuR-
STon

WAHkiA-
kuM

WHAt-
coM

OtHER

Groundfish� $���.7 – $�7.7 $77.9 $4.4 – $4,674.� – $�4,307.9

Salmon $�06.8 $�8.4 $�93.0 $679.� $��8.� $380.4 $3,404.� $63.� $9,49�.6

Other
Anadramous
and Eggs

$0.� – – – – $7�.6 – $0.4 $�93.�

Shellfish $�,9�0.4 $�07.� $3,730.4 $6�9.� $�,309.0 $�04.9 $�,4�7.9 $0.0� $4�,�0�.�

TOTAL $2,150.4 $135.6 $4,353.1 $1,376.2 $1,471.9 $560.9 $13,506.5 $63.5 $65,099.1

cLaLLaM  La Push, Neah Bay,  
 Port  Angeles, Sequim

cLark   Ridgefield, Vancouver,  
 Washougal

cowLiTz  Longview

GRAyS HARbOR Aberdeen, Bay City,  
 Westport 

iSLand Coupeville, Deer  
 Harbor, Whidbey Island

jefferSon Port Townsend

kinG Seattle

kiTSap Poulsbo, Bremerton

MaSon Shelton

pacific Bay Center, Chinook,  
 Ilwaco, Nahcotta,   
 Raymond, South   
 Bend, Tokeland

pierce Tacoma

San juan Friday Harbor

SkaGiT La Conner

SnOHOMiSH Everett

tHuRStOn Olympia

WAHkiAkuM Cathlamet,   
 Skamokawa

WHAtCOM Bellingham Bay, Blaine,  
 Point Roberts

Counties include the following ports:

Source:  WDFW License and Fish Ticket Database

Notes:
� Includes Pacific halibut, highly migratory species, and coastal pelagic species.
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tribal commercial landings in 2006, 
primarily carp caught by commercial 
fishers who do not sell their catch. 

The value of commercial fish land-
ings from Washington fisheries for 
counties with commercial ports is 
shown in Table 4.  Grays Harbor 
County, with $19.3 million in land-
ings from Washington fisheries, is the 
state’s largest commercial port area, 
accounting for nearly 30 percent 
of the total value of landings from 
Washington fisheries in 2006.  Other 
port counties with significant shares 
of statewide commercial harvest 
values include Whatcom County 
(21%), King County (9%), Skagit 
County (7%), and Clallam County 
(5%).  From a species perspective, 
groundfish harvest values are largest 
in Grays Harbor County, Whatcom 
County, and Pacific County.  Shell-
fish is also a large contributor to the 
commercial catch landed in Grays 
Harbor County, as it also is in What-
com County and Pacific County.  
Salmon landings from Washington’s 
fishery are largest in Whatcom, 
King, and Pacific counties.

Economic Values and Impacts

The economic benefits of 
Washington’s commercial fishery 
are measured in terms of the net 
economic values and economic 
impacts of commercial fish-
ing and seafood processing.

Net economic value (NEV) is 
a gauge of the amount of wealth 
generated for participants in the 
commercial fisheries.  For this study, 
NEV for the commerical fishery is 
characterized by the gross revenue 

generated by commercial fishing and 
processing minus the costs to harvest 
and process seafood. In other words, 
NEV represents the profits to com-
mercial harvesters and processors.

The economic impacts of Washing-
ton’s commercial fishery are char-
acterized by the economic output 
(revenues) of the commercial fishing 
harvesting and processing sectors 
and by the employment and per-
sonal income directly and indirectly 
generated by those activities. The 
methods used to assess net eco-
nomic values and economic impacts 
are described in Appendix B.

Net Economic Values
As discussed previously, the com-

mercial harvest of fish and shellfish 
from Washington waters generated 
about $65.1 million in ex-vessel val-
ue for harvesters in 2006.  Processing 
the seafood produced by this harvest 
generated an estimated $101.0 mil-

lion in wholesale value for companies 
located in Washington (Table 5).  
About 61 percent of this value was 
attributable to the harvest of ground-
fish species; 21 percent was generated 
by processing of shellfish species.

The NEV (or profit) for harvest-
ers and processors generated by 
the 2006 harvest from Washington 
waters was estimated to total $38.0 
million (Table 5).  Shellfish harvest-
ing and processing was the great-
est contributor to these benefits, 
accounting for 46 percent of total 
NEV.  NEV generated by the har-
vesting and processing of groundfish 
and salmon species contributed 32 
percent and 19 percent, respectively, 
to total NEV. While NEV is positive 
in the aggregate, it may mask what 
is happening at an individual fishery 
level or business level. For example, 
some local harvesters or processors 
likely were operating at a loss in 
2006, but, in the aggregate, these 



Table 5.  Net economic values and economic effects generated by the
Washington commercial fishery in 2006

FiSHERy1

revenue2 perSonaL incoMe3 eMpLoyMenT4

neT econoMic 
vaLue5

HARVEStER proceSSor HARVEStER proceSSor ToTaL jobS
percenT 
of ToTaL

Groundfish $�3,90� $3�,437 $�8,77� $��,970 $4�,74� 993 �8% $��,��6

Pacific halibut $407 $486 $�87 $76 $663 �6 0.4% $�96

Salmon $9,496 $�6,6�4 $��,370 $8,93� $��,30� �07 �4% $7,09�

Other anad-
romous and 
eggs

$�93 $�,838 $�,90� $�,49� $4,393 �0� 3% $�,�38

Shellfish $4�,�03 $49,636 $�3,93� $��,98� $79,9�6 �,903 �4% $�7,484

Total $65,100 $101,021 $88,567 $59,456 $148,022 3,524 100% $38,024

Notes: All dollars are in thousands.
�  Fisheries are for Pacific Ocean harvests within the EEZ, excluding Dungeness crab harvested off the Oregon coast and all other commercial inland fisheries that are  
 landed onshore. Aquaculture and tribal harvests also are excluded.
�  Harvester revenue (ex-vessel revenue) are what harvesters receive when selling their retained catch. Processor revenue is the wholesale value of seafood products.
3  Personal income consists of total personal income generated by harvester and processor activities, including the indirect and induced multiplier effects.
4  Jobs are the number of full- and part-time jobs using Bureau of Economic Analysis estimates for wage and salary earnings and proprietorship earnings in Washington
   in 2006.
�  Net economic value is the prorated profitability of vessels and processors active in the Washington fishery.

Source: TRG 2008.
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losses were being offset by the profits 
of other harvesters or processors. 

Economic Impacts
Fishing vessels, processors, and 

industry-support businesses generate 
economic activity throughout Wash-
ington State. The estimated econom-
ic impacts, including the personal 
income and jobs, generated by the 
harvesting and processing of seafood 
from Washington waters in 2006 
are shown in Table 5.  The personal 
income generated by this activity is 
estimated to total $148.0 million, 
including $88.6 million in personal 
income from harvesting activities 
and $59.4 million from processing 
activities.  These income estimates 
include personal income earned in 
other sectors of the Washington 
economy generated by purchases of 
inputs by seafood harvesters and pro-

cessors and by the spending of their 
employees on goods and services. 

Employment generated by seafood 
harvesting and processing attribut-
able to catch from Washington wa-
ters is estimated to total 3,524 full-
and part-time jobs in 2006 (Table 
5).  Most of these jobs are generated 
by the catch and harvest of shellfish, 
groundfish, and salmon.  It should be 
noted that many seafood harvesting 
and processing jobs are seasonal and 
part time, and that the total number 
of jobs in the commercial fishing and 
processing industries likely exceeds 
the estimated jobs shown in Table 
5.  The economic effects generated 
by harvests from Washington waters 
represent a small part of Washing-
ton’s economy, but are important 
at the community level along the 

Washington Coast, the Strait of Juan 
de Fuca, and the Puget Sound areas.

Of the species groups shown in 
Table 5, the shellfish fishery ac-
counted for the highest share (54%) 
and the halibut fishery the smallest 
share (0.4%) of the total personal 
income and jobs directly and indi-
rectly generated by harvests from 
Washington waters.   Salmon spe-
cies accounted for about 14 per-
cent of total income and jobs.
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Section 3

King Salmon

RECREATIONAL FISHERIES

This section presents an 
overview of recreational 

fishing in Washington State, 
followed by a description of 
recreational catch and effort 
by species group and catch 
area.  Angler expenditures, net 
economic values and economic 
impacts of recreational fishing at 
the state level also are described.

fished about 8.5 million days, or 
about 93 percent of all fishing days 
in Washington. Non-residents fished 
615,000 days in Washington, or 
about 7 percent of all fishing days 
in the state.  (USFWS 2008)

Marine fishing and shellfishing 
in Washington State occurs along 
more than 500 miles of Pacific coast 
shoreline and more than 2,000 
combined miles of Puget Sound, 
San Juan Islands, Strait of Juan de 
Fuca and Hood Canal shoreline (see 
Figure 1). Sport fishing opportuni-
ties also are available in more than 
4,000 rivers and streams (stretch-
ing over 50,000 miles), 7,000 lakes 
(over 2,500 at alpine elevations) and 
200 reservoirs. (WDFW 2008)

Many lakes in the state are open 
year around, but the spring lake 
fishing “opener” on the last Satur-
day in April signals the traditional 
start of freshwater fishing activity. 
WDFW estimates that as many as 

500,000 anglers fish on that week-
end alone. Other waters are man-
aged with different seasons, often 
to protect nesting waterfowl or for 
other biological reasons.  To meet 
fishing demand, WDFW hatcher-
ies stock about 22 million trout and 
kokanee fry annually.  Trout (and 
kokanee) fishing highlights include:  

Trout fishing, especially for 
rainbows in lowland lakes, is 
usually best in spring and fall 
when the water is cool (but not 
frigid).  Larger, deeper lakes 
can be good for trout all year.

◗

Activity Overview

According to the U.S. Fish and 
Wildlife Service, 824,000 state 
resident and non-residents (16 years 
old and older) fished in Washing-
ton State in 2006. Of this total, 
725,000 anglers (88 percent) were 
state residents, and 98,000 anglers 
(12 percent) were non-residents.  
Anglers fished a total of 9.1 million 
days in Washington, an average of 
12 days per angler. State residents 



Steelhead
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June and July are usually best for 
kokanee (a landlocked or non-
anadromous sockeye salmon)

Many alpine or high elevation 
lakes are stocked with cutthroat, 
rainbow and golden trout 
between June and October. 
Eastern brook trout, lake trout 
and brown trout have been 
introduced to add diversity 
to the stocking program. 

Rivers and streams generally open 
June 1, after trout have had a chance 
to spawn and most anadromous sal-
monid smolts (juvenile salmon, steel-
head, sea-run cutthroat, and char) 
migrate to saltwater. Most rivers and 
streams are managed to produce wild 
trout, salmon and steelhead. Conse-
quently, few rivers and streams are 
stocked with hatchery reared trout.   

Mountain whitefish are popular 
stream catches in winter when they 
gather in schools to spawn. Some 
streams have special “whitefish-only” 
winter seasons.  Walleye fishing in 
Columbia River reservoirs is a year 
around opportunity, with most 
trophy class fish caught in late winter 
and early spring months.  As temper-
atures rise, warmwater species such 
as bass, crappie, sunfish, and catfish 
provide other angling prospects.

Angling opportunities for anad-
romous fish such as steelhead and 
salmon vary widely according to 
area, time of year, and status of the 
particular run or species. Open 
seasons for marine fish, anadromous 
fish and shellfish sometimes are set 
or adjusted during the year. High-
lights of fishing for anadromous 
species and shellfishing include:

◗

◗

Fishing opportunities for smelt 
(eulachon) on the Columbia 
River and its tributaries depend 
on annual smelt abundance. 
North Coast and Puget Sound 
fisheries for other smelts, 
such as surf and longfin, also 
vary with the run size.

Shad runs in the lower 
Columbia River peak in late 
May through early July, with 
several million shad passing 
Bonneville Dam annually. 

Sturgeon fishing on the 
Columbia River has been 
growing in popularity, 
thereby requiring more 
restrictive measures. Harvest 
quotas are often reached and 
published regulations are 
changed during the season. 

Open seasons for lingcod, 
halibut and rockfish vary among 
the 13 marine areas to protect 
the populations of these species. 
Other marine bottomfish are 
generally available year around. 

Oysters, clams, shrimp and 
crab are in their prime in 
the spring during daytime 
low tides on Puget Sound 
and Hood Canal beaches. 

In addition to its more publicized 
fish planting programs, WDFW also 
manages stocking programs designed 
to enhance shellfishing opportunities 
for species such as clams and oysters.

◗

◗

◗

◗

◗

Catch and Effort
Anglers in Washington State catch 

finfish in marine and fresh waters 
and harvest shellfish along marine 
shorelines.  About two-thirds of the 
catch of bottomfish are caught in 
coastal waters and the remaining 
third caught in the marine waters 
of Puget Sound (Table 6).  Salmon 
are caught in both fresh waters and 
marine waters, with about 60 percent 
of the salmon catch occurring in 
marine waters.  Puget Sound salmon 
account for about 60 percent of all 
salmon caught in marine waters.  
In fresh waters, 57 percent of the 
salmon was caught in Puget Sound 
streams and 38 percent was caught in 
the Columbia River and its tributar-
ies.  Most of the steelhead (74%) 
and almost all of the sturgeon (95%) 
caught in Washington waters in 
2006 were caught in the Columbia 
River and its tributaries.  Although 
catch numbers are not available 
for trout and other inland species, 
about 22 million trout and kokanee 
(land-locked salmon) are stocked 
annually in inland streams and lakes. 

Shellfishing is a popular activ-
ity along the Pacific Coast and the 
shoreline of Puget Sound.  As shown 
in Table 7, harvesting Dunge-
ness crab is very popular in North 
Puget Sound waters, accounting 
for more than 85 percent of the 
statewide catch.  Most (78%) of 
the spot shrimp harvested by rec-
reational shellfishers is caught in 
South Puget Sound waters.  Razor 
clams are only harvested on coastal 
beaches but is a highly popular 
activity, with tens of thousands of 
clammers heading to the coast on 
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weekends when razor clamming is 
open (Kraig pers. comm).  Other 
clamming and oyster harvesting 
occurs mostly on shoreline beaches 
in the South Puget Sound area.

According to the U.S. Fish and 
Wildlife Service (2008), 286,000 
anglers participated in sport fish-
ing in marine waters in Washington 
State in 2006, and accounted for 1.5 
million saltwater angler days (Table 
8).  Trout was the most popular 
freshwater target species, followed 
by salmon, steelhead, and black bass.  
Of the saltwater species, salmon ac-
counted for 52 percent of all saltwa-
ter angler days, followed by shellfish 
(35% of saltwater angler days) and 
other saltwater species (13%).

Table 7. Recreational shellfish catch (pounds) in
Washington in 2006, by species group and catch region 

SpecieS
Group

nORtH
puGeT
Sound

SOutH
puGeT
Sound

STraiT coaST coLuMbia 
river ToTaL

Dungeness
crab 3,330,004 �7�,�67 �6�,�40 — — 3,86�,7��

Shrimp �3,��0 87,996 �,9�0 — — ��3,466

Razer 
clams — — — 3,60�,000 — 3,60�,000

Other 
clams 93,038 ���,6�8 — — — 34�,666

Oysters �9,��9 63�,966 — — — 6��,09�

Notes:      
All values are in pounds except for oysters, which are in number of oysters.

Columbia River region includes the Columbia River and all tributaries, including the Snake River.

Source: Preliminary data for the Sport Catch Report provided by WDFW (Kraig pers. comm)

Table 6. Recreational finfish catch (numbers of fish) in
Washington in 2006, by species group and catch region 

CAtCH REGiOn

SpecieS
Group

puGeT 
Sound coaST coLuMbia

river
unknown

area ToTaL

bottomfish ���,4�7 �9�,��� — — 407,608

Pacific Halibut �,7�7 6,977 69� — �0,400

Albacore — �8,94� — — �8,94�

Salmon

  Marine 6�,4�3 43,0�7 — — �08,4�0

  Freshwater 98,�76 7,�86 6�,8�7 �,��7 �7�,806

Steelhead ��,709 ��,4�� 80,�94 477 �08,89�

Sturgeon �03 4�6 ��,69� �8� �6,�36

Total 292,095 387,153 162,498 1,886 843,636

Notes:
Columbia River region includes the Columbia River and all tributaries, including the Snake River.

Bottomfish catch in area 4b is included in the coastal region.

Albacore landings in Washington include fish caught in marine waters off the southern coast of Washington 
and northern coast of Oregon.  All trips originated  from ports in Ilwaco and Westport. Includes albacore 
caught by charter fleet only.

Source: Preliminary data for the Sport Catch Report and other catch data provided by WDFW (Kraig pers. 
comm).

This section describes the economic 

values and impacts associated with 

sport fishing activity in Washing-

ton State. First, the expenditures 

that anglers make to participate in 

recreational fishing in Washington 

State are described.  Second, the 

net economic values associated 

with sport fishing, which represent 

the value that anglers place on 

sport fishing over and above their 

expenditures, are identified.  Lastly, 

economic impacts, as measured by 

statewide jobs and earnings, associ-

ated with sport fishing activity and 

angler spending are presented. 

Economic Values and Impacts 

Expenditures and net economic val-
ues are two widely used but distinctly 
different economic measures of sport 
fishing. Whereas angler expenditures 
represent out-of-pocket costs that 
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Table 9.  Trip and equipment expenditures for sport fishing in
Washington in 2006 by resident and nonresident anglers

(in thousands of dollars)

Type of expendiTure

reSidenT
anGLerS

non-reSidenT
anGLerS

aLL anGLerS in 
WASHintOn2

trip-related expenditures

  Food and lodging $104,600 $13,278 $117,878 

  Transportation $97,508 $22,623 $120,130 

  Boating costs� $71,482 $�,�36 $73,6�9

  Other trip costs $36,686 $6,567 $43,253 

Total trip-related
expenditures $310,276 $44,604 $354,880 

Equipment expenditures $467,469 $18,477 $549,915  

Total expenditures $777,745 $63,081 $904,795  

Notes:    
� Boating costs for non-residents were estimated based on available data.
� Expenditures for equipment and total expenditures by all anglers in Washington do not equal the sum of         
values from resident and non-resident anglers because these values were derived from different samples.

Source: USFWS 2008
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anglers incur to participate in sport 
fishing, net economic values (often 
referred to as “consumer surplus”) 
represent the net or surplus amount 
that anglers would (theoretically) 
be willing to spend to participate 
in sport fishing.  Economic im-
pacts measure the importance of 
the “sport fishing economy.”

Angler Expenditures
According to the U.S. Fish and 

Wildlife Service (2008), all fishing-
related expenditures in Washington 
State totaled about $905 million 
in 2006 (Table 9). Trip-related 
expenditures, which include food, 
lodging, transportation, and other 
trip expenses, totaled $355 million, 
or about 39 percent of all fishing 
expenditures. Expenditures for food 
and lodging were $118 million and 
transportation expenditures were 
$120 million. Other trip expenses, 
such as equipment rental, bait, and 
cooking fuel, totaled $117 million. 
Each angler spent an average of $482 
on trip-related costs during 2006.

Anglers spent about $550 mil-
lion on equipment in Washington 
in 2006, 60 percent of all fishing 
expenditures. Fishing equipment 
(rods, reels, line, etc.) spending 
totaled $139 million, 29 percent 
of the equipment total. Auxiliary 
equipment expenditures (tents, 
special fishing clothes, etc.) and 
special equipment expenditures 
(boats, vans, etc.) amounted to $347 
million, or about 71 percent of the 
equipment total. Special and auxil-
iary equipment are items that were 
purchased for fishing but could be 
used in activities other than fish-
ing.  The purchase of other items, 

such as magazines, membership 
dues, licenses, permits, stamps, 
and land leasing and ownership, 
amounted to $64 million—7 per-
cent of all fishing expenditures. 

Net Economic Values
Net economic values measure the 

monetary value that anglers place on 
sport fishing over and above what 
they actually spend to participate 
in the fisheries. These values are the 
appropriate measure of economic 
value for a wide range of analyses 
(including benefit-cost analysis) 
that quantify and compare benefits 
and costs. Total user benefits from 
sport fisheries are calculated as the 
summation of anglers’ willing-
ness to pay across all individuals 
who participate in sport fishing.  

Net economic values associated 
with sport fishing typically are de-
termined based on the value of an 

angler day (or trip).  Angler surveys 
often are used to estimate these val-
ues.  Values differ by type of activity, 
including species sought, mode of 
fishing (e.g., shore fishing or fishing 
from a boat), and angler success.   As 
described in Appendix A, net eco-
nomic values for recreational fisheries 
focus on sport anglers only, and are 
estimated based on a review of previ-
ous studies of anglers’ net willing-
ness to pay for fishing opportunities. 
For this study, the following per day 
values are used to estimate the net 
economic value of sport fishing:

Salmon fishing in marine 
waters, $58/day

Other fishing in marine 
waters, $60/day

Shellfish harvesting, $43/day

Trout fishing, $50/day

◗

◗

◗

◗
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Salmon/steelhead fishing 
in freshwaters, $58/day

Other coldwater fishing 
in freshwaters, $45/day

Warmwater fishing, $30/day 

Based on these per day values and 
on the number of angler days report-
ed in Table 8, net economic values 
for sport fishing in Washington State 
are estimated at $462.0 million in 
2006, including $380.2 million for 
freshwater fishing and $81.8 mil-
lion for saltwater fishing. At $145.9 
million, fishing for trout generates 
the greatest amount of net economic 
values, followed by salmon (both 
saltwater and freshwater) at $129.4 
million, steelhead at $51.3 million, 
and black bass at $39.4 million.   

Economic Impacts
The economic impacts gener-

ated by sport fishing activity can be 
traced from anglers who purchase 
goods and services, to the creation 
of statewide jobs and earnings that 
are supported by these purchases.  
Anglers purchase gasoline and food, 
stay at motels and campgrounds, and 
purchase other goods and services 
in communities throughout the 
state.  This spending directly sup-
ports jobs and generates earnings in 
fishing-related sectors, and indirectly 
generates jobs and earnings in many 
other sectors of the economy as the 
directly-affected businesses and their 
employees spend in the local econo-
my.  In effect, angler purchases result 
in three types of economic impacts 
on regional and the state economy:

Direct impacts: the first round 
effect of angler-related spending 

◗

◗

◗

◗

(e.g., increase in food sales, 
income to food store owners, 
wages paid to store employees).

Indirect impacts: the ripple 
effect of additional rounds 
of re-spending of the initial 
angler-related expenditures 
(i.e., the effects of purchases of 
additional goods and services 
by other firms in sectors 
supplying goods and services 
to food stores, such as food 
wholesalers and transporters).

Induced impacts: further 
ripple effects generated by 
employees in directly and 
indirectly affected businesses 
spending some of their wages 
in other businesses (i.e., food 
store employees spend part of 
their wages in local businesses 
whose owners and employees 
also spend in the local area).

Together, these three effects con-
stitute the total impact on sales, 
employment and income resulting 
from angler spending.  The magni-
tude and location of the impacts are 

◗

◗

affected by the number of anglers, 
amount of spending, and where 
anglers make their purchases.

In 2006, anglers accounted for 
more than 9 million angler days in 
the state and generated an estimated 
$355 million in trip-related spend-
ing and $549 million in equipment 
expenditures. Direct impacts of this 
spending on the state economy in-
clude supporting an estimated 7,950 
jobs and $165.7 million in personal 
income (Table 10).  Accounting for 
the multiplier effect (indirect and 
induced impacts) increases the total 
statewide number of jobs to 12,850 
and $392.9 million in personal in-
come.  Business sectors substantially 
affected by angler spending include 
food and lodging (1,383 direct jobs 
supported), transportation (304 di-
rect jobs supported), sporting goods 
(4,961 direct jobs supported), rec-
reation equipment rental (92 direct 
jobs supported), and recreation ser-
vices (1,149 direct jobs supported).  

Because spending by non-resi-
dent anglers is part of the tourism 
industry in Washington State, it 
is important to highlight the im-
pact that angler spending by non-
resident visitors have on the state 
economy.  As shown in Table 10, 
spending by non-resident anglers 
directly support 509 jobs statewide 
and indirectly support an additional 
374 jobs through the multiplier 
effect.  Spending by non-resident 
anglers also directly generates 
$13.1 million and indirectly gener-
ates an additional $17.4 million in 
personal income for persons work-
ing in recreation-related sectors.     
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Table 10. Estimated economic impacts of sport fishing in Washington waters in 2006

AnGLER CAtEGORy/
SecTor

jobS1 perSonaL incoMe2

direcT 
jobS3 ToTaL jobS3 percenT of 

ToTaL
direcT

incoMe3
ToTaL

 incoMe3
percenT of 

ToTaL

Resident Anglers

Food & Lodging4 �,��7 �,600 �4% $�8,838 $37,�83 ��%

Transportation� �47 �84 �% $9,707 $��,33� 3%

Sporting goods6 4,��7 4,�4� 38% $7�,64� $76,079 ��%

Recreation equipment 
rental7 79 84 �% $�,464 $�,6�0 �%

Recreation services8 �,��� �,�78 �0% $�8,��4 $�8,846 8%

Other sectors9 38 3,896 3�% $830 $�90,0�9 ��%

Total 6,960 11,283 100% $145,704 $346,082 100%

non-Resident Anglers:

Food & Lodging4 ��9 �93 ��% $3,960 $4,7�3 ��%

Transportation� 7� 79 9% $3,473 $3,6�� ��%

Sporting goods6 �78 �80 �0% $3,�89 $3,��7 ��%

Recreation equipment 
rental7 �8 �8 �% $��� $36� �%

Recreation services8 77 80 9% $�,894 $�,948 6%

Other sectors9 � 333 38% $49 $�6,670 ��%

Total 509 883 100% $13,116 $30,544 100%

All Anglers:

Food & Lodging4 �,383 �,807 �4% $3�,499 $4�,968 ��%

Transportation� 304 346 3% $��,9�9 $�3,806 4%

Sporting goods6 4,96� 4,989 39% $88,989 $89,486 �3%

Recreation equipment 
rental7 9� 98 �% $�,86� $3,036 �%

Recreation services8 �,�49 �,�78 9% $�8,��6 $�8,86� 7%

Other sectors9 6� 4,43� 34% $�,�37 $���,738 �4%

Total 7,950 12,850 100% $165,701 $392,896 100%

Notes:
� Represents the number of full- and part-time jobs.
� Represents employee compensation and proprietors income in thousands of 2006 dollars.
3 Values for All Anglers do not equal the sum of values from Resident Anglers and Non-Resident Anglers because these values were derived from different samples.
4 Represents employment and income generated by visitor trip spending in food stores, eating and drinking places, and hotels, motels, and other businesses
  providing accommodations.
� Represents employment and income generated by visitor trip spending on airfare, public transportation, and private transportation.
6 Represents employment and income generated by visitor spending during and apart from fishing trips on fishing equipment (e.g., bait, tackle, rods and reels) in
  sporting goods stores.
7  Represents employment and income generated by visitor trip spending on rental of recreation equipment.
8 Represents employment and income generated by visitor trip spending on recreation services (e.g., boat launching and mooring, guides).
9 Represents employment and income directly and indirectly generated in all other sectors of the Washington state economy.

Source: IMPLAN model runs using trip and equipment expenditures estimates for fishing in Washington in 2006 by resident and non-resident anglers as inputs.
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ECONOMIC IMPORTANCE OF COMMERCIAL AND 
RECREATIONAL FISHERIES IN WASHINGTON

This study evaluated the econom-
ic values and impacts of com-

mercial and recreational fisheries in 
Washington State.  Although the es-
timates of these measures are concep-
tually consistent for the two fisheries, 
comparing the results between the 
fisheries is not appropriate for several 
reasons.  In the case of net economic 
values, some components were not 
quantified, such as surplus values to 
consumers associated with the com-
mercial harvest or non-use values.  In 
the case of economic impacts, the 
impacts associated with the spend-
ing by state resident anglers, which 
comprise more than 90 percent of 
the total recreational effects, are fun-
damentally different in terms of con-
tribution to the state economy from 
the effects generated by non-resident 

recreational anglers and by commer-
cial fishers.  Overall, the study is not 
sufficiently comprehensive and the 
values are not estimated with ad-
equate precision to warrant a com-
parative analysis of the two fisheries.

As described in Sections 2 and 3, 
commercial and recreational fish-
ing activity in Washington waters 

directly and secondarily supported 
an estimated 16,374 jobs and 
$540.0 million in personal income 
in 2006.  As shown in Figure 2, 
recreational fishing generated an 
estimated 12,850 jobs of which 
spending by resident anglers sup-
ported 11,918 jobs and non-resi-
dent spending supported 932 jobs.  
Commercial fishing and processing 

Figure 2.  Statewide jobs supported by commercial and
recreational fisheries in 2006

Commercial Fisheries
(WA waters only) – 3,524 Jobs

Recreational Fisheries,
Non-resident Anglers – 932 Jobs

Recreational Fisheries, Resident Anglers – 11,918 Jobs
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in Washington waters generated 
an estimated 3,524 jobs in 2006.  

When viewed in the context of 
the Washington State economy, 
the total levels of employment and 
earnings accounted for about 0.4 
percent of total statewide employ-
ment and about 0.2 percent of 
total statewide personal income in 
2006.  Unlike spending by non-
resident anglers that contributes 
to the tourism economy, spending 
by resident anglers serves to direct 
discretionary consumer spending 
towards fishing-related goods and 
services. When the spending and 
associated economic effects gener-
ated by resident angler spending are 
excluded, commercial and non-resi-
dent recreational fishing accounts 
for about 0.1 percent of statewide 
employment and less than 0.1 per-
cent of statewide personal income. 

Although the contribution of 
Washington’s commercial and 
recreational fisheries to the overall 
state economy is relatively small, the 
contributions to individual sectors 
of the state’s economy are more 
important.  Spending by recre-
ational anglers generates important 
economic contributions to several 
key sectors of the state’s economy, 
including an estimated 0.6 per-
cent of statewide jobs in the food 
and lodging sector, 0.9 percent of 
the jobs in the transportation sec-
tor, 21.7 percent of the jobs in the 
sporting goods retailing sector, and 
4.7 percent of the jobs in the amuse-
ment and recreation services sector.

In terms of the contribution that 
Washington commercial fisher-

ies made to the state economy, it 
should be emphasized that this study 
focuses on the commercial fisheries 
in Washington waters. Other com-
ponents of the commercial fishing 
industry in Washington include 
harvesting by western Washington 
tribes; fish harvesting in distant 
waters including Alaska, Oregon and 
Canada; and aquaculture operations.

 The value of commercial landings 
from Washington waters only totaled 
$65.1 million, which accounts for 
about 22 percent of the total jobs 
and 15 percent of the total personal 
income in the state’s overall com-
mercial fishing and seafood process-
ing sector.  As reported by TRG 
(2008), the 2006 harvest value for 
three prominent commercial fisher-
ies not included in this study are:

West Coast offshore Pacific 
whiting fishery. This fishery 
is prosecuted by motherships, 
catcher vessels, and catcher-
processor vessels that home-
port in Puget Sound localities.  
The offshore catch areas for 

◗

this fishery extends from 
the U.S.–Canada border to 
north of San Francisco.  The 
estimated harvest value by the 
11 catcher vessels that hail 
from Washington ports was 
$2.9 million in 2006.  The 
estimated harvest value by 
the nine catcher-processors 
that hail from Washington 
ports was $8.9 million.  

Oregon Coast catch area.  
Species harvested south of 
the Washington-Oregon land 
boundary but delivered to 
Washington ports include 
albacore tuna ($11.4 million), 
Dungeness crab ($2.5 million), 
sablefish ($1.2 million) Pacific 
whiting ($1.0 million), and 
pink shrimp ($0.5 million).  

Alaska and other non-West 
Coast mainland waters.  These 
fisheries include a predominant 
Pacific halibut fishery, in which 
the landing value of harvests 
in 2006 was $6.2 million, 
representing 74 percent of 

◗

◗
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Figure 3.  Statewide income generated by commercial and recreational 
fisheries in 2006 (in millions of dollars)
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all Pacific halibut delivered 
in Washington in 2006.

Additionally, aquaculture ac-
counted for $81.1 million of 
commercial harvest value.  

Spending by resident and non-
resident anglers in Washington is 
part of a billion dollar sport fish-
ing industry in Washington State 
that supports a network of retail 
and wholesale businesses.  In 2006, 
anglers spent an estimated $550 mil-
lion on fishing equipment and made 
about $355 million in trip-related 
costs.  Spending by non-resident 
anglers (estimated at $63.1 million 
in 2006) is part of an important 
tourism industry in Washington that 
has been valued at nearly $14 billion 
in 2006 (Dean Runyan Associates).  

In addition to commercial and 
recreational angler spending, fish-
ing-related expenditures also are 
made annually by governmental and 
non-governmental agencies for edu-
cation, research, management, and 
enforcement of the fishing industries.  

Lastly, it must be recognized that, 
in addition to the employment and 
personal income contributions to the 
regional and state economy, these 
fisheries contribute in other impor-
tant ways to Washington’s economy 
and the quality of life of its residents. 
The commercial fishery in Washing-
ton waters contributes an estimated 
$38 million in net economic values 
(net income) to commercial fishers, 
allowing them to participate in a 
livelihood that has been passed down 
from generation to generation. Ad-
ditionally, sport fishing opportunities 

generate an estimated $424 million 
in net economic values (surplus 
value over and above expenditures) 
to the estimated 725,000 resident 
anglers in Washington.  And finally, 
the working waterfronts that serve 
both Washington and distant water 
fisheries are an integral part of many 
communities.  These waterfronts 
attract visitors wanting to experience 
and see lively commerce activities 
in a backdrop of expansive harbor 
views.  Although this economic study 
is more narrowly focused on the eco-
nomic values to commercial fishers 
and sport anglers, the broader social 
and economic values supported by 
the commercial and recreational 
fisheries must be acknowledged. 

Figure 4.  Harvest value from Washington fisheries and other commercial 
landings in 2006 (in millions of dollars)

Aquaculture – $81.1

West Coast Offshore – $5.9

Washington Fisheries – $65.1

Excluded Catch Area – $22.1
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Appendix A
NET ECONOMIC VALUES FOR RECREATIONAL FISHING

[Note: Much of the material in 
this appendix is drawn from a 
report prepared by the U.S. FWS 
(2003) that describes results from 
a special contingent valuation 
study as part of the 2001 National 
Survey of Fishing, Hunting, and 
Wildlife-Associated Recreation.] 

In 2006, an estimated 824,000 an-
glers fished in Washington State. 

These anglers spent $349.9 million 
on trips to participate in sport fish-
ing. Expenditures are a useful indica-
tor of the importance of sport fish-
ing activities to local, regional, and 
national economies. However, they 
do not measure the economic ben-
efit to either the individual partici-
pant or, when aggregated, to society.

Net economic values associated 
with sport fishing include values 
that recreational fisheries generate 
for both consumers (anglers) and 
producers of goods and services that 
sell to anglers. Net economic value 
to consumers is measured by the 
dollar amount that anglers would be 
willing to pay over and above what 
they actually pay to participate in 
sport fishing.  Net economic value to 
producers (e.g., charter boat opera-
tors, guides, and other sport fishing-
related businesses) is measured by 
the net income (or profit) generated 
by sales to recreational anglers.

For this study, only net economic 
values to consumers (sport anglers) 
are evaluated. It is assumed that 

the net income to producers would 
occur elsewhere in the economy if 
anglers changed their spending be-
havior.  For example, if sport anglers 
no longer have opportunities to sport 
fish for salmon in Puget Sound, 
the net income to sport fishery-re-
lated producers associated with the 
reduction in angler spending would 
shift to producers of other goods 
and services as anglers shift their 
spending patterns. Consequently, 
there would be no net change in net 
income from a state perspective.

Expenditures and net economic val-
ues are two widely used but distinctly 
different measures of the economic 
value of recreational fisheries. Net 
willingness to pay, or “consumer 

surplus,” is the accepted measure of 
economic value for a wide range of 
analyses that seek to quantify benefits 
and costs. The total benefit to anglers 
is the summation of willingness to 
pay across all fishing participants.  

There is a direct relationship be-
tween expenditures and net econom-
ic value, as shown in Figure A-1.  A 
demand curve for a representative 
angler is shown in the figure. An 
individual angler’s demand curve 
provides the number of trips that the 
angler would take per year at differ-
ent trip costs. The downward sloping 
demand curve represents the angler’s 
marginal willingness to pay per trip 
and indicates that each additional 
trip is valued less by the angler than 
the preceding trip. All other factors 
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Appendix A (cont.)

being equal, the lower the cost per 
trip (vertical axis) the more trips the 
angler will take (horizontal axis). The 
cost of an angling trip serves as an 
implicit price for fishing because a 
market price generally does not exist 
for this activity. At $60 per trip, the 
angler would choose not to fish, but 
if fishing trips were free, the angler 
would take 16 fishing trips.  At a cost 
per trip of $20, the angler takes 10 
trips, with a total willingness to pay 
$375 (area acde in Figure A-1). 

Total willingness to pay is the total 
value that the angler places on par-
ticipation. The angler will not take 
more than 10 trips because the cost 
per trip ($20) exceeds what he would 
pay for an additional trip. For each 
trip between zero and 10, however, 
the angler would actually have been 
willing to pay more than $20 (the 
demand curve, showing marginal 
willingness to pay, lies above $20).  
The difference between what the an-
gler is willing to pay and what is ac-
tually paid is the net economic value. 

In this simple example, therefore, 
net economic value is $175 [($55 
– $20) × 10 ÷ 2)] (triangle bcd in 
Figure A-1) and angler expenditures 
are $200 ($20 × 10) (rectangle abde 
in Figure A-1). Thus, the angler’s 
total willingness to pay is composed 
of net economic value and total 
expenditures. Net economic value 
is simply total willingness to pay 
minus expenditures. The relation-
ship between net economic value and 

expenditures is the basis for asserting 
that net economic value is an appro-
priate measure of the benefit an indi-
vidual derives from participation in 
an activity and that expenditures are 
not the appropriate benefit measure.  
Expenditures are out-of-pocket ex-
penses on items an angler purchases 
in order to fish. The remaining value, 
net willingness to pay (net economic 
value), is the economic measure of 
an individual’s satisfaction after all 
costs of participation have been paid. 

For this study, net economic values 
to sport anglers is estimated based 
on the findings of previous studies 
focused on estimating net economic 
values for different sport fishing 
activities. These values are sum-
marized in Table A-1, with specific 
values used to estimate the value of 
freshwater and saltwater fishing for 
different species highlighted.   All 
values in Table A-1 are presented 
in 2006 values.   In addition to the 
values reported in Table A-1, net 
economic values for trout fishing 
($50/angler day) were derived from 
the U.S. FWS’s special report (2003) 
cited at the beginning of this ap-
pendix.  The per-day values used to 
estimate the net economic values 
for sport fishing were as follows:

Salmon fishing in marine 
waters, $58/day

Other fishing in marine 
waters, $60/day

◗

◗

Shellfish harvesting, $43/day

Trout fishing, $50/day

Salmon/steelhead fishing 
in freshwaters, $58/day

Other coldwater fishing 
in freshwaters, $45/day

Warmwater fishing, $30/day 

These per day values were ap-
plied to the number of angler 
days to derive estimates of total 
net economic values for all an-
glers in Washington State.

   

 

◗

◗

◗

◗

◗
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Table A-1.  Net economic values for sport fishing, by type of fishing and region

Note:
All values presented in the table have been converted to a 2006 base year.

Source: Derived from Boyle et. al 1997
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ANALYZING THE ECONOMIC IMPACTS OF 
COMMERCIAL AND RECREATIONAL FISHERIES

Appendix B

input-output analysis was 
used to analyze the economic 

impacts of the commercial and 
recreational fisheries.   This 
appendix describes the models, 
data, and underlying assumptions 
used in these analyses.  The 
description of the analytical 
methods for commercial fisheries, 
including estimating net income 
values, is mostly based on 
information provided by The 
Research Group (2008) for this 
study. 

ployment and income for the af-
fected industries within a study area.  
(Minnesota IMPLAN Group 2000).

Commercial Fisheries 
Analysis

For analyzing the economic im-
pacts of the commercial fisheries, the 
Fishery Economic Assessment Model 
(FEAM) was used.  FEAM gener-
ates measures of regional economic 
impacts (REI) measured by personal 
income and measures of commercial 
harvesting and primary processing 
business profitability1.   The REIs 
are the result of the fishing industry 
business spending within the defined 
region.  The spending is payments to 
labor and for other costs associated 
with prosecuting fisheries, process-
ing a product and readying it for 
distribution, and the capital costs for 
vessels and processing plants.  The 
defined region for this study is the 
state of Washington.  The FEAM 
uses economic input-output relation-
ships to multiply the fishing industry 
spending through all businesses and 
households that are touched by the 
direct (first round spending by the 
fishing industry), indirect (spending 
by suppliers to the fishing indus-
try), and induced (re-spending by 
households that have received money 

through wages or proprietor income) 
effects from the fishing industry2.   
Because the FEAM results are pay-
ments to labor for all sectors of the 
economy, a calculation of jobs (both 
full-time and part-time) can be 
developed using the region’s average 
wage and proprietorship income.

For this study, FEAM is useful 
because it provides factors for the 
REI and net income value (NEV) 
producer measures per harvest 
pound.  NEV is a social welfare 
quantity that is a gauge of the 
amount of wealth generated to the 
nation from the fishing industry 
activity.  These factors are specific to 
vessel and processor stratifications.  
For example, a vessel stratification 
includes the many species caught 
using certain gear types by a ves-
sel that is predominantly engaged 
as a crabber vessel, and a processor 
stratification includes seafood prod-
uct types (such as fresh and picked 
crab) produced from those harvests.  

The FEAM is a matrix that marries 
the many vessel and processor strati-
fications that are found in the Wash-
ington fishing industry.  The matrix 
is static.  Changes that might occur 
from different market conditions, 
such as the price paid to harvesters or 

Input-output analysis is a means of 
examining relationships within an 
economy, both between businesses 
and between businesses and final 
consumers.  It captures all monetary 
market transactions for consumption 
in a given period.  The primary input 
variable for input-output analysis 
is the dollar value of purchases of 
products or services for final use (i.e., 
final demand), which drive input-
output models.  Industries respond 
to meet demands directly by supply-
ing goods or indirectly by supply-
ing goods and services to industries 
responding directly to final demand 
changes.  The primary output 
variables are predicted estimates in 
direct, indirect, and induced em-

1. The FEAM was developed by William Jensen and Hans D. Radtke for Alaska and U.S. West Coast. The model has been updated many times and is currently used 
by the Pacific Fishery Management Council (PFMC) for preparation of fishery management plans. An economic theory description of the FEAM can be found in 
Seung and Waters (2005).

2. The I/O model used in the FEAM is the IMpact Analysis for PLANning (IMPLAN) model offered by the Minnesota IMPLAN Group Inc., St. Paul, Minnesota.
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prices received by processors for cer-
tain products, are not reflected in the 
matrix.  In this study, the incremen-
tal factors are being applied to only 
a small portion of the commercial 
fishing industry in the state (i.e., har-
vest from Washington waters only).

The measures of business profit-
ability (business net income) are 
itemized for a suite of vessel and 
processor types.  The profitability 
and other variable and fixed costs 
from the business types can be used 
to estimate NEV.  The total dimen-
sion of NEV includes consumer 
seafood value and the revenue cre-
ated from the fishing and processing 
activity minus costs to undertake 
the activity and minus opportunity 
cost of the resources employed (i.e., 
what if something else were done 
with those resources instead of the 
activity?).  The consumer seafood 
value is the difference in what a 
consumer would pay for seafood less 
what is actually paid for the seafood 
provided from the activity.  It is a 
measure of net willingness-to-pay 
(WTP) and is sometimes called 
consumer surplus; as such, it is a 
conceptual value that can only be 
found through consumer surveys.  

The difference between the fish-
ing industry revenues raised and 
actual and opportunity costs is 
sometimes called producer surplus.  
The estimation of opportunity costs 
in the producer surplus equation 
is difficult because it also requires 
surveying industry participants.  It 
is another measure that is acknowl-
edged, but usually either is borrowed 
and adapted from other studies or 

omitted from the calculation.

In FEAM, the fishery sectors ex-
ist at a level of stratification that 
is appropriate for predicting the 
economic impacts coming from a 
change in landings of a particular 
species, changes in landings by a 
specific vessel type, or landings at 
a particular port area. FEAM is a 
production-oriented model which 
is able to estimate the impacts of 
changes in harvesting sectors. The 
FEAM consists of two submodels. 
The first submodel calculates rev-
enues and expenditures of harvest-
ing and processing industries. The 
second submodel is the IMPLAN 
model. The regional economic 
impacts are calculated by multiply-
ing revenues and expenditures by the 
multipliers in the IMPLAN model. 
In FEAM, the harvesting sector is 
disaggregated by type of vessels, 
and the processing sector by type of 
processors. For each of the harvesting 
and processing subsectors, FEAM 
provides data on output by species, 
value added components, and use 
of intermediate inputs. Value added 
components include labor income 
(crew share, processing workers’ 
income, and administrative salaries), 
capital income (operating income), 
and indirect business taxes (fish 
taxes and business/property taxes).

In FEAM, harvesters and proces-
sors purchase primary inputs (labor 
and capital) and intermediate inputs. 
The intermediate inputs include 
vessel/engine repair, fuel and sup-
plies, insurance, and other goods and 
services. Processors also purchase fish 
from the harvesting sector. Revenues 

from both the harvesting and pro-
cessing sectors are then allocated 
to (i) expenditures on intermedi-
ate inputs, (ii) labor income (crew 
shares, income to processing work-
ers, and administrative workers), 
and (iii) capital income (operating 
income, income to owners of ves-
sels and processing facilities). The 
expenditure on intermediate inputs 
can be divided into different vari-
able and fixed expenditure categories 
such as vessel/engine repair, fuel 
and lubricants, supplies, insurance, 
and other goods and services.

The multiplier for each expenditure 
category is calculated as the weighted 
average of the IMPLAN multipli-
ers for the corresponding sector(s). 
The weight is calculated as the ratio 
of the amount of the expenditure 
allocated to a given IMPLAN sec-
tor to the total expenditure in the 
category. The multipliers for these 
expenditure categories thus calcu-
lated are used to estimate changes 
in regional income from a change in 
fishery sectors’ output level. Simi-
larly, household income (expendi-
ture), consisting of labor income 
and capital income, can be allocated 
to IMPLAN sectors. The multiplier 
for household income (expendi-
ture) is calculated as the weighted 
average of the IMPLAN multipliers 
for the corresponding sector(s).

It is important to note that the 
REI measure for the small portion 
of the fishing industry activity be-
ing assessed should be considered 
an economic contribution within 
the overall effects from the fishing 
industry.  It is an annualized estimate 

Appendix B (cont.)
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for conditions as they occurred in 
the year 2006.  If the activity were 
for some reason taken away, it may 
be there would be adjustments that 
would ameliorate the loss one way or 
another and show a different impact.  
For these reasons, the REI estimates 
shown here have fairly qualified 
use as a comparison to the fishing 
industry in other points in time.

The FEAM version being used to 
develop the REI and NEV is de-
scribed in greater detail in Davis 
(2003).  This FEAM version was 
populated using the particular year 
2006 harvests that are included in 
this study.  The harvest data are from 
PacFIN downloads3.  Those particu-
lar harvests represent about one-
quarter of the ex-vessel revenues gen-
erated by the vessels in Washington’s 
fishing fleet that make West Coast 
offshore and onshore deliveries.  The 
spending that occurs in the Washing-
ton economy from these particular 
harvests is about five to six percent 
of the total fishing industry spending 
when Alaska and other distant water 
fisheries and private aquaculture are 
included.  Washington’s total fish-
ing industry economic contributions 
from West Coast fisheries in 2004 
is described in TRG (2006).  The 
distant water fisheries effects are 
discussed in NRC (1986 and 1999) 
and more recently TRG (2007).

A summary list of assumptions 
used to generate the commercial REI 
and NEV estimates are as follows:  

Only harvesting and primary 
processing effects are assessed.  
Processed products can 
enter seafood distribution 
channels that can generate 
additional economic effects 
in Washington’s economy.  
Management, enforcement, 
and research activity is not 
included in the economic 
effects measurements.

The economic effects are a 
contribution measure that 
may have substitutes if the 
included fisheries are taken 
away.  Harvesters might be able 
to pursue other West Coast 
or distant water fisheries and 
processors may have access to 
other catches.  The substitutes 
may have different industry 
input-output and export-
import relationships, and 
therefore, the effect on the 
economy of the substituted 
activities may be different.

The economic effects are static 
and not necessarily linear.  That 
is, if the included fisheries are 
more or less than shown, the 
proportional difference in REI 
and NEV may be different.  The 
model does not include industry 
behavior dimensions, such 
as would undoubtedly occur 
if there was a shift in prices 
received for seafood products 
or prices paid to harvesters.

The total value of seafood 
products associated with the 

◗

◗

◗

◗

included fisheries is based 
solely on what the seafood 
actually sells for.  In other 
words, the difference in 
what a consumer would be 
willing to pay and actually 
pays is assumed to be zero.

Those that work in commercial 
harvesting and processing 
businesses are motivated 
by the enjoyment of their 
careers and do not compare 
their participation with 
other employment prospects.  
Moreover, the harvesting 
and processing businesses do 
not necessarily have other 
profit making opportunities.  
Therefore, the opportunity 
costs from participating in 
the harvesting and processing 
of the included fisheries 
are assumed to be zero

The economic effects from the 
movement of fish resources 
between commercial and 
recreational user groups 
cannot be assessed with the 
modeled estimates.  Showing 
economic benefits from 
changes in allocations would 
require close examination of 
spending on a per unit basis 
and in aggregate before any 
conclusions could be reached.

The calculation of NEV 
included a portion of fixed 
costs and labor costs that 
were not discounted.  If other 
assumptions were made about 

◗

◗

◗

Appendix B (cont.)

3. The Pacific Coast Fisheries Information Network (PacFIN) is a database program sponsored by the PSMFC.  West Coast states, British Columbia, and Alaska fish 
ticket information is regularly uploaded to a central database.  The database assists fish management and enforcement for federally managed fisheries.  It also as-
sists in fish resource research and investigations.  Additional information is available at: http://www.psmfc.org.
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alternative uses of capital 
and/or there were alternative 
employment opportunities, 
NEV might be significantly 
lower than the estimates shown.

Only commercial REI and NEV 
“use” benefits are calculated.  
There may be other non-use and 
non-market benefits associated 
with commercial fisheries that 
would be additive to the use 
benefits.  For example, there 
may be tourists who are drawn 
to working waterfronts, and 
their spending may generate 
economic contributions and 
add to economic wealth.  There 
may be (positive or negative) 
passive use values associated 
with commercial harvests that 
should be taken into account in 
the NEV calculation.  Passive 
use values are associated 
with people wanting the fish 
resource to exist but who may 
not actually use the resource.

Recreational Fisheries 
Analysis 

The analysis of economic impacts 
of the recreational fisheries was 
conducted using the IMPLAN 
economic input-output model and 
the 2006 data set for Washington 
State.  IMPLAN (Impact Analysis 
for PLANning) is a computer-driven 
input-output model originally devel-
oped by the USDA Forest Service in 
cooperation with the Federal Emer-
gency Management Agency and the 
USDI Bureau of Land Management 
to assist the Forest Service in land 
and resource management planning.   
The IMPLAN system has been in use 

◗

since 1979, evolving from a main-
frame, non-interactive application to 
a menu-driven microcomputer pro-
gram that is completely interactive. 
(Minnesota IMPLAN Group 2000)

The IMPLAN system comprises 
two components: the software and 
the database.  The software performs 
the necessary calculations, using 
study area data, to create regional 
and state input-output models.  The 
databases, which are available at the 
county and zip code area level, and 
which are periodically revised using 
updated socioeconomic data, pro-
vide all the information needed to 
create the IMPLAN models.  The 
primary input variables needed to 
conduct an impact analysis us-
ing IMPLAN are estimates of final 
demand for products or services.  

For evaluating the economic 
impacts of recreational fisheries in 
Washington State, angler spending 
identified in Table 10 was first disag-
gregated to appropriate expenditure 
categories based on spending profiles 
identified in Southwick Associ-
ates 2007.  These results were then 
inputted to corresponding sectors in 
the IMPLAN model.  The follow-
ing IMPLAN sectors, with types of 
expenditures imputted to them, were 
used for the IMPLAN model runs:

Food and beverage stores 
(used for food expenditures)

Food services and 
drinking places (used for 
food expenditures)

Hotels and motels—including 
casino hotels (used for 
lodging expenditures)

◗

◗

◗

Air transportation (used 
for airfare transportation 
expenditures)

State and local government 
passenger transit (used 
for public transportation 
expenditures)

Gasoline stations (used 
for private transportation 
expenditures)

Sporting goods, hobby, 
books, and music stores (used 
for fishing and recreation 
equipment expenditures)

General and consumer goods 
rental (used for equipment 
rental expenditures)

Other amusement, gambling, 
and recreational industries 
(used for boat launching, 
mooring, guides, and land 
use fee expenditures)

Other sectors: all other 
sectors of the Washington 
State economy

Recreational spending estimates 
were inputted into the IMPLAN 
model separately for expenditures 
made by all anglers, by resident 
anglers, and by non-resident an-
glers.  The output of the model-
ing runs included estimates of 
direct, indirect, and induced 
levels of employment and per-
sonal income at the state level.

◗

◗

◗

◗

◗

◗

◗

Appendix B (cont.)
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EXECUTIVE SUMMARY 

Cluster Overview 

Washington State’s Maritime industry is rooted in the State’s rich history of timber 
production, its location as a trade hub, and its proximity to some of the world’s most 
productive fisheries. The Maritime Cluster includes core sectors Passenger Water 
Transportation; Ship and Boat Building; Maintenance and Repair; Maritime Logistics and 
Shipping; Fishing and Seafood Processing; and Military and Federal Operations. 
Companies in the cluster range from owner-operated boatbuilding firms, to Fortune 500 
global logistics companies employing thousands in Washington and elsewhere. 

Ship and Boat Building, Maintenance and Repair, Fishing and Seafood Processing, and 
Maritime Logistics and Shipping are the oldest and most established sectors in the state. 
The region’s competitive advantage in both sectors stems from Washington’s 
geographical location. As a trading hub linking the rest of the U.S. to Alaska, Canada, 
and Asia, Washington’s Maritime Logistics and Shipping sector moves goods across the 
globe efficiently. Additionally, Washington’s natural resources have supported the 
success of Washington’s economy throughout the history of the State.  

Despite the maturity of the industry, newer areas of the cluster, such as the cruise 
industry, have only just begun to take advantage of the region’s strengths for their 
businesses. Innovation drives growth in each sector of Washington’s Maritime. Research 
and resource management has transformed Washington and Alaska’s fisheries from 
endangered to some of the best managed in the world. Technological advances have 
allowed commercial seafood processors to more efficiently use and capitalize total catch 
of fish – in the words of one company, they now make two fish out of one. Lighter 
building materials (first aluminum, now composites) have enabled boat and ship builders 
to construct stronger, cheaper, and safer vessels for their customers.  

The Maritime Cluster relies on a robust and concentrated support system to fuel its 
growth. This includes everything from fueling operations to research, naval architects, 
marinas, accountants, Maritime lawyers, cold storage, boat dealers, and Public Ports. 
Maritime Support Services industries facilitate global movement of export goods and 
maintain and create new distribution channels. Each company in the cluster benefits 
from the agglomeration of close-by Maritime Support Services firms.  

Federal Government spending in the form of contracts to Naval shipyards accounts for 
much of Ship and Boat Building, Maintenance and Repair in Washington – nearly one 
quarter of all Maritime jobs in the state are located in Kitsap County, home to Puget 
Sound Naval Shipyard. The Coast Guard and NOAA have a significant footprint in 
Washington, and they are substantial buyers of goods and services related to Ship and 
Boat Building, Maintenance and Repair in Washington. 

Measures and Impacts 

Direct Impacts 

In 2012 Washington’s Maritime Cluster employed more than 57,700 people directly in 
the state, and was responsible for $15.2 billion in gross business income in 2012 
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(Exhibit E1). Maritime Logistics and Shipping was the largest Maritime employer in the 
state in 2012; the sector accounted for some 29% of Maritime employment. Boat and 
Ship Building, Repair, and Maintenance was close behind, employing 28.6% of the total 
for the cluster. The third largest sector in terms of employment was Fishing and Seafood 
Products, with 27% of total employment. 

Fishing and Seafood Processing accounted for nearly 60% of total revenues, and 
Maritime Logistics and Shipping was the second largest contributor, at nearly 25% of 
total revenues. Revenues cluster-wide have grown an average of 6.4% per year, while 
Maritime Logistics and Shipping saw the highest growth rate of 10.2%. 

Indirect and Induced Impacts 

Indirect and induced Maritime jobs account for another 90,000 jobs, for a total impact of 
148,000 Washington jobs. The direct contribution of Maritime’s $15.2 billion in gross 
business income generates another $14.8 billion in induced and indirect output, for a 
total contribution effect of $30 billion to Washington’s economy .  

Wages 

The Maritime Cluster paid a total of over $4 billion in wages in 2012 (Exhibit E1). The 
three largest contributors were Boat and Ship Building, Repair, and Maintenance ; Fishing 
and Seafood Products; and Logistics and Shipping; all contributing nearly 30% to the 
cluster total.  

Maritime Subsectors 
The Maritime Cluster consists of core activities in Passenger Water Transportation; Boat 
and Ship Building, Repair, and Maintenance; Maritime Logistics and Shipping; Fishing 
and Seafood Products; and Maritime Support Services.  

Passenger Water Transportation 

Passenger Water Transportation includes recreational cruise lines, Washington State 
Ferries and other ferries, water taxis, and recreational fishing,  sailing, and diving charters. 
A Port of Seattle Study found that cruise ship passengers were responsible for $145 
million in direct output in 2007, and that Washington’s ferries served 12 million 
passengers.  

Boat and Ship Building, Repair, and Maintenance 

Boat and Ship Building, Repair, and Maintenance includes new construction of 
commercial, recreation, and military vessels, maintenance, refurbishment and overhaul, 
and modernization. While commercial companies in the sector tend to be larger but 
smaller in number, companies serving the recreational sector are smaller but more 
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numerous. Included in this subsector are more than 11,000 civilian jobs at the Puget 
Sound Naval Shipyards in Bremerton.  

Exhibit E1. Summary of Maritime Impacts, Washington State, 2012 

Core Sectors 
Employer 

Establishments 
Wages  

($ millions)1 Jobs2 

Gross 
Business 
Income 

($millions) 

Passenger Water Transportation 130 $262.8  4,500        $544.5  

Boat and Ship Building, Repair, 
and Maintenance 

150 $1,163.8  16,500        $1,489.7  

Maritime Support Services 300 $387.7  4,600 $864.2 

Fishing and Seafood Processing 720 $1,113.4 15,400        $8,592.6 

Maritime Logistics and Shipping 800 $1,156.0  16,700        $3,722.4  

Total 2,100 $4,083.7  57,700      $15,213.3  

Source: Bureau of Labor Statistics (2013), Washington State Employment Security 
Department (2013), U.S. Department of Labor Bureau of Labor Statistics, U.S. Census 
(2013). Includes covered private and public jobs, and sole proprietors. 

Maritime Logistics and Shipping 

Maritime Logistics and Shipping includes Port and harbor operations, deep and shallow 
water goods movement, inland water freight transport, and refrigerated warehousing and 
storage. This sector includes many support firms and services, such as Maritime 
construction firms who contract with the Ports, and longshoremen.  

Fishing and Seafood Products 

Fishing and Seafood Products includes commercial and recreational fishermen, seafood 
processing firms, aquaculture and fish farming, and wholesale and retail seafood markets. 
Alaska’s distant-water commercial fishing fleet is home ported in Puget Sound, and the 
economic impact of this is very large; the sector is one of the largest single employers in 
the Maritime Cluster, despite a decline between 1990 and 2000. Since 2000, covered 
employment in the sector has remained very steady. 

Maritime Support Services 

These services include support for commercial, recreational, and defense-related 
Maritime, including boat dealers, marinas, fueling and lubricant businesses, to naval 
architects, engineers, parts suppliers, and construction, to professional services such as 
attorneys and accountants, and federally-funded support involving NOAA and the Army 

                                                 
 

1 Does not include benefits. 
2 Employment contains self-employer data for which the latest year available is 2011. 2012 self -
employment estimates are based on a five-year average by sector. 
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Corps of Engineers. The growth of the cluster depends on these suppliers for their 
services and goods.  

Military and Federal Operations 

Military Operations includes activities related to defense, research, boat building, and 
water rescue undertaken by the Navy and Coast Guard. Puget Sound Naval Shipyard is 
the largest employer in the defense arena of this sector, with over 11,000 employees in 
2013, and an even larger footprint of subcontractors.  3 The federal government drives 
significant demand for shipbuilding and maintenance, and of those agencies, the Navy is 
by far the largest employer, with 53,000 active duty employees, and a total payroll of 
nearly $3 billion.  

Workforce Concentration and Profile 

Retaining and recruiting workforce is a top priority for those in the cluster, according to 
stakeholders. Existing workers in the Fishing and Seafood Products, and Boat and Ship 
Building, Repair and Maintenance sectors have sometimes worked in their field or 
company for generations, and employers understand the importance of taking care of 
their personnel. Still, stakeholders spoke to the difficulty of recruitment in the cluster at 
all levels of education and training which they attributed to a lack of publ ic knowledge of 
the industry. Unskilled jobs that used to be held by teenagers, such as seafood 
processing, are now being replaced by J-1 visa holders.  

Exhibit E2. Top Five Washington Maritime Occupations by Average 
Annual Openings, 2016-2021 

 

  

                                                 
 

3 Employment for Puget Sound Naval Shipyard is included in the Boat and Ship Building, Repair, a nd 
Maintenance sector. 

Rank Occupation Openings

1 Meat, Poultry, and Fish Cutters and Trimmers 173              

2 Sailors and Marine Oilers 140              

3 Fishers and Related Fishing Workers 123              

4 Laborers and Freight, Stock, and Material Movers, Hand 117              

5 Captains, Mates, and Pilots of Water Vessels 108              
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INTRODUCTION 

Background and Purpose 

Washington State has long held a presence in Maritime activities. This project serves as a 
quantitative and qualitative assessment of the Maritime Cluster in Washington State. The 
study illuminates the Cluster’s strengths and growth potential, and supports targeted 
economic development policy and initiatives. 

Methods 
The analysis relies on custom data analysis, interpretation of secondary data sources and 
perspectives and insights from local industry leaders gathered through individual 
interviews and small group discussions, including the Maritime Skills Working Group 
with the Workforce Development Council. Data reported and the sources of information 
are as follows: 

 Information on Maritime firms, jobs, occupations and wages from Washington 
State Employment Security Department (ESD)’s Quarterly Census of 
Employment and Wage data (QCEW data), including custom data summaries 
provided by the Puget Sound Regional Council (PSRC) and data assembled from 
Hoovers establishment database.  

 Business revenues and taxable retail sales from the Washington State Department 
of Revenue. 

 Bureau of Labor Statistics Occupational Demand, unemployment claims from 
Washington State Employment Security Department (ESD), and Integrated 
Postsecondary Education Data System (IPEDS).  

Organization of Report 
The report is organized as follows:  

 Cluster Overview. A description of the Maritime Cluster, including a cluster 
map displaying graphically the far-reaching connections of the industry within the 
regional economy. A review of the history of Maritime in Washington and review 
of previous studies of the cluster in Washington. 

 Measures and Impacts. A quantitative analysis of the Maritime Cluster, 
including estimates of jobs, retail sales, revenues, imports and state-wide 
economic impacts.  

 Maritime Subsectors. More detailed discussion of each subsector, including 
subsector-specific metrics and company profiles.  

 Workforce Assessment and Talent Pipeline. An overview of workforce trends 
and forecasts, as well as education and demographic characteristics.  

 Summary. An interpretation of the overall significance of the cluster and 
implications for the future of the industry. 
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CLUSTER OVERVIEW 
Key events in the history of Washington’s Maritime Cluster are shown in the Maritime 
timeline (Exhibit 1). The exhibit presents a chronology of major additions to Maritime 
activity in Washington State, many of which remain vibrant today, as featured in this 
report. The history stems from the Hudson’s Bay Company and pioneering of the 
Columbia River, to construction of early 20 th century industrial shipyards and historic 
infrastructure development in the Lake Washington Ship Canal, to the advent of Seafair, 
salmon and fishery management challenges, and finally, technological changes that define 
modern Maritime Cluster economic activity. 

Today’s Maritime Cluster can be segmented into six key subsectors, described as follows 
and illustrated in the Cluster Map in Exhibit 2. 

Ship and Boat Building, Maintenance and Repair. This subsector includes activities 
related to the building of commercial and recreational vessels, and the maintenance and 
repair of existing vessels. Commercial ships include fishing and transport boats, tugs and 
barges. Recreational vessels include yachts and sailboats. Maintenance and repair can 
include work on vessel interiors and exteriors as well as mechanics and electrical.  

Maritime Logistics and Shipping. This subsector includes activity related to the 
shipping of goods by water, including container and bulk shipping, trans-ocean, 
shoreline and river freighting as well as break bulk shipping of goods. Tug and barge 
services comprise another activity area within Maritime Logistics and Shipping. Storage 
and warehousing of goods as well as Ports are in included in this subsector.  

Passenger Water Transportation. This subsector includes activities related to the 
movement of people over water for transportation, including transportation for 
recreation. The Washington State Ferry system is included in this category, as is 
economic activity related to cruise ships, water-bound tours and other charter activity. 

Fishing and Seafood Processing. The Fishing and Seafood Processing subsector 
includes all activity related to the catching and processing of fish including finfish and 
shellfish, as well as aquaculture and recreational fishing. This subsector captures Fishing 
and Seafood Processing activity that occurs in Alaska on Washington registered vessels 
by Washington pay rolled employees.  

Maritime Support Services. Support Services includes technical and professional 
services, such as civil engineering firms that provide marine Terminal and Port design 
and construction, naval architecture, design, financial and legal services that support 
business activity in Maritime, as well as federally-funded Maritime support activities 
involving NOAA and the Army Corps of Engineers. Additional Support Services include 
supply and wholesaling in propulsion, electrical, hydraulic and safety systems, boat 
dealers and marinas, parts suppliers, interior builders, and fuelers.  

Military Operations. The Puget Sound Naval Shipyard in Bremerton leads federal 
employers in Washington State, including enlisted and civilian employees. Other military 
operations exist throughout the state, such as the U.S. Coast Guard, for example.  
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Exhibit 1. Washington State Maritime Heritage, 1850 - 2013  
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Exhibit 2. Maritime Cluster Map 
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Workforce Assessment and Talent Pipeline. Workforce training and development 
activity includes public and private institutions, both accredited and non-accredited, 
which supply coursework, training and certification for careers and occupations in the 
Maritime sector. The Talent Pipeline combines potential supply of an occupation in 
Maritime with demand to better understand workforce for the sector.  

Industry Data Definitions 
Measuring impacts using existing data require use of industry and occupations group 
codes established by government agencies and data providers. This report looks at the 
Cluster from industry leaders’ perspectives and demonstrates the linkages that go beyond 
the rigid definitions provided by established economic codes.  

While this study defines some sectors of Maritime relatively neatly and inclusively as a 
collection of NAICS codes, other sectors are not as easy to define this way. For example, 
Ship and Boat Building, Maintenance and Repair is fairly inclusively defined as two 
NAICS codes, Ship Building and Repairing, and Boat Building. Because of their NAICS 
definitions, this study assumes that all of the establishments, employees, and revenues 
reported for these NAICS are associated with Maritime activity in Washington. 
However, other sectors are more difficult to define in the same manner. One example is 
that of Professional Services. Accountants, attorneys, and engineers all support Maritime, 
and some firms are entirely dedicated to the industry, but not all these firms can be 
attributed to Maritime.  

Rather than rely solely on NAICS codes, this study employs a variety of data sources to 
tell the story of each sector and its contribution to the industry. Exhibit 3 presents a 
summary of how this study defines each Maritime sector. Some sectors are defined by a 
collection of NAICS codes while others include a combination of NAICS codes along 
with an inventory of establishments known to provide services to the Maritime sector. 
The sector of professional Maritime Support Services is defined by this study to 
comprise of an inventory of establishments known to provide services to the Maritime 
sector. While this study cannot include all establishments that exist in each sector, it does 
aim to include the great majority. 
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Exhibit 3. Key Maritime Sectors and Basis of Definition 

 

Sector Basis of Definition 

Passenger Water Transportation NAICS codes 

Ship and Boat Building, Repair, 
and Maintenance 

NAICS codes 

Maritime Logistics and Shipping NAICS codes 

Fishing and Seafood Processing NAICS codes 

Maritime Support Services 
NAICS codes, establishment-
level data 

Military and Federal Operations Corps/Department-level data 
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MEASURES AND IMPACTS 
The Maritime Cluster in Washington State is large, pays good wages, and drives 
economic development across the state. This section provides the measures and data 
necessary to understand the breadth and significance of the economic impact of 
Maritime activity in Washington. 

Establishments 
In 2012, there were 2,090 establishments with covered employment identified as 
belonging to the Maritime Cluster. Private sector establishments with covered employees 
totaled 1,930 in 2012. The largest number of establishments was in Maritime Logistics 
and Shipping (800), followed by Fishing and Seafood Processing (720). The private 
sector count is down from an estimated recent historic peak of 2,408 in 2000, though it 
has leveled off in recent years. Exhibits 4 and 5 illustrate more recent trends in total 
establishment numbers in establishments and private sector establishment by subsector 
of Maritime.  

Exhibit 4. Maritime Employer Establishments, Washington State,  
2007 – 2012 

Source: Community Attributes Inc.; Washington State Employment Security Department 
(2013). Excludes sole-proprietors.  
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Processing 

Passenger Water 
Transportation 

Boat and Ship Building, 
Maintenance and Repair 

Maritime Support 
Services 

Maritime Logistics and 
Shipping 
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Exhibit 5. Private Sector Establishment Count by Category, Washington 
State, 2000 – 2012 

 

Sources: Community Attributes Inc., Washington State Employment Security Department 
(2013), U.S. Department of Labor Bureau of Labor Statistics (2013).4 

  

                                                 
 

4 Maritime Logistics and Shipping, Fishing and Seafood Processing, and Passenger Water Transportation 
contain imputed values. See individual sections of this report for more information on imputation.  
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Jobs 
The Maritime Cluster directly employed 57,700 workers across the state in 2012, 
including private sector firms, sole proprietorships, and public sector entities (Exhibit 
6). Of this, more than 16,700 workers were employed in Maritime Logistics and 
Shipping, followed by nearly 16,500 in Ship and Boat Building, Maintenance and Repair; 
the latter includes 5,480 workers in private sector firms across the state. Employment in 
private sector Maritime firms totaled more than 39,000 in 2012 (Exhibit 7). 

Exhibit 6. Maritime Jobs by Subsector, 2007 – 2012 

 

Source: Community Attributes Inc.; Washington State Employment Security Department 
(2013). Includes Public and Private sectors and Self-Employed workers. 
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Exhibit 7. Private Sector Jobs by Subsector, Washington State, 2000 – 2012 

 

Sources: Community Attributes Inc., Washington State Employment Security 
Department (2013), U.S. Department of Labor Bureau of Labor Statistics (2013).5 

Maritime Support Services employed at least 4,500 workers in 2012 (Exhibit 7). These 
activities include naval architecture firms, suppliers, boat dealers and marinas, parts 
wholesalers, direct engineering services, as well as law firms, accountants, and other 
professional services. 

  

                                                 
 

5 Maritime Logistics and Shipping, Fishing and Seafood Processing, and Passenger Water Transportation 
contain imputed values. See individual sections of this report for more information on imputation.  
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Approximately 4,800 workers were self-employed in 2011, and thus not included in 
covered employment estimates. The overwhelming majority of these workers are 
described as in fishing activities—either for finfish or shellfish (Exhibit 8). 

Exhibit 8. Non-Employer Firms in Maritime Core Sectors, 2007- 2011 

NAICS 
Code Maritime Subsector Activity Description 2007 2008 2009 2010 2011 

1141 
Fishing and Seafood 
Processing Fishing 4,102 4,150 4,265 4,353 4,470 

483 
Passenger Water 
Transportation Water transportation 208 207 209 392 187 

441222 
Maritime Support 
Services Boat dealers 141 124 123 134 111 

31171 
Fishing and Seafood 
Processing 

Seafood product preparation 
and packaging 63 44 47 39 37 

44522 
Fishing and Seafood 
Processing Fish and seafood markets 32 33 42 30 34 

TOTAL 
  

4,546 4,558 4,686 4,948 4,839 

 
Source: U.S. Census (2010). 

Wages by Subsector 

Wage and salary disbursements in 2012 among Maritime establishments (covered and 
self-employed) totaled an estimated $4.1 billion; scaling to include work-associated 
benefits, estimated total income totaled $5.1 billion. 

The average annual salary before benefits among Maritime workers was $70,800 in 20126, 
though this varied by activity area within the cluster. In 2012, federal employment in 
Ship Building and Repair activities across three sites in Washington State included 10,970 
employees earning an average annual salary of more than $79,000; more recent f igures 
show employment at the Puget Sound Naval Shipyards to have reached more than 
11,200 (as of August 2013). The estimated average annual wage among workers engaged 
in Fishing and Seafood Processing was $72,300 in 2012, but this included an average 
annual wage of $116,428 for finfish fishing (based on an annualized rate) compared with 
$65,800 for shellfish fishing. Likewise, the average annual wage for covered workers in 
Ship and Boat Building, Maintenance and Repair was $70,500, but among private sector 
employees the annual wage was less than $53,600. More data on wages by occupation are 
presented in subsequent sections.  

                                                 
 

6 This estimate is total wages divided by total jobs (Exhibit E1) 
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Business Revenues 
Maritime Cluster businesses generated directly more than $15.2 billion in gross business 
income within Washington in 2012 (Exhibit 9), including nearly $8.6 billion in Fishing 
and Seafood Processing (including direct fishing activities and value-added food 
processing and canning as well as product distribution). 

Ship and Boat Building, Maintenance and Repair reported nearly $1.5 billion in sales, 
including $133 million in foreign exports in 2012. Added to these activities are those of 
other manufacturers, wholesalers, and engineering firms in support of Ship and Boat 
Building, Maintenance and Repair. For instance, on-shore engineering and construction 
firms, as part of Maritime Support Services, generated $246.8 million in sales in 2012; 
these activities include port infrastructure design and construction. 

Between 2009 and 2012, Maritime business revenues (adjusted for inflation) have grown 
on average 6.4% per year (based on a compound annual growth rate, or “CAGR”).  
During this period, Maritime Logistics and Shipping revenues grew at an annual rate of 
10.2% (Exhibit 9). 

Exhibit 9. Maritime Gross Business Income,  
Washington State (in 2012 dollars), 2000 – 2012 

 
Sources: Community Attributes Inc.; Washington State Department of Revenue; U.S. 
Bureau of Economic Analysis. 
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Indirect and Induced Impacts 
The Maritime Cluster meets the definition of a basic industry, a term from economic base 
theory that means the majority of output by Maritime firms is sold as exports, either to 
other regions of the U.S. or abroad, and is thus a net importer of income into the state. 
Collectively, the Maritime Cluster supported—directly and through indirect and induced 
impacts—148,000 jobs,7 representing a jobs multiplier of 2.6, shown in Exhibit 10. For 
every one Maritime job in Washington, an additional 1.6 additional jobs are supported by 
Maritime activities. Every million dollars of output generated among Maritime firms 
supported 9.7 jobs throughout the state economy. 

Approximately 66,200 jobs were supported via induced impacts, for example, jobs 
resulting from the spending of new labor income associated with Maritime activities. 
Across Maritime activities, an estimated $3.9 billion in direct purchases were made in 
2012, equivalent to 26% of total output for Maritime activities. For each dollar of output 
generated by Maritime firms, an additional $0.95 in output is supported elsewhere in 
Washington.8 

Impacts vary by Maritime activity. For example, Fishing and Seafood Processing 
supported—directly and through indirect and induced effects—nearly 33,500 jobs across 
the state, representing a total jobs multiplier of 3.0. Overall, for every million dollars in 
output generated directly by Fishing and Seafood Processing, nearly 4 jobs are supported 
elsewhere throughout the state economy. Ship and Boat Building, Maintenance and 
Repair supported a total of nearly 30,000 jobs in 2012, while for every dollar of output in 
Maritime Support Services, 5.6 jobs were supported across the state. 

Impacts also reflect port activities. For instance, Washington’s ports contract with 
numerous construction, structural engineering, and geotechnical and environmental 
firms in support of new terminal construction and repair—between 2011 and 2013, at 
least 126 firms engaged in this kind of work for the Ports of Seattle and Tacoma.  

The federal government likewise drives economic activity via its larger employment 
footprint and the purchasing of goods and services from Washington-based companies. 
The Puget Sound Naval Shipyards, based in Bremerton, awarded nearly $200 million in 
maintenance and repair contracts for work performed in Washington, with the majority 
of these projects awarded to Washington-based businesses (and roughly 75% for 
technical assistance and services). The Navy and Coast Guard are also major purchasers 

                                                 
 

7 Total impacts in this study refer to indirect impacts associated with first round purchases, for example, 
impacts through suppliers, as well as induced impacts through labor income and additional jobs, income, 
and output resulting from the spending of this income within Washington State. 
8 Included in model estimates was a scaling up of wage and salary disbursements for 2012 by 25% to 
capture additional benefits associated with labor income in the input-output modeling process, for 
example, health insurance benefits. The 25% estimate is considered a conservative estimate of these 
additional income-associated benefits. 
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of Maritime hardware manufactured in Washington, including high performance 
aluminum boats manufactured by Bremerton-based Safe Boats International and Seattle-
based Kvichak Marine Industries. 

Exhibit 10. Summary of Maritime Industry Economic Impacts, 2012 

 

Sources: Community Attributes Inc.; Washington State Office of Financial Management 
(2013).  

Fiscal Impacts 
The economic activity generated by the Maritime Cluster also supports tax revenues. In 
2012, Maritime firms directly contributed $79.5 million in state tax payments, including 
$29.0 million in business & occupation (B&O) taxes and $36.1 million in remitted sales 
tax. Maritime logistics and shipping paid $32.0 million in state taxes, followed by 
Maritime support services with $20 million in payments. 

Economy-wide, Maritime activities supported—via direct, indirect, and induced 
impacts—an estimated $351.5 million in state tax revenues in 2012 (Exhibit 11). These 
revenues include an estimated $179.2 million in sales tax revenues, $119.0 million in 
business and occupation taxes (B&O), and $53.3 million in other taxes.9 Fishing and 
Seafood Processing alone contributed, directly and via indirect and induced effects, an 
estimated $135.7 million in tax revenues to the state. 

  

                                                 
 

9 In order to estimate business & occupation (B&O) taxes using estimated business output, the effective 
B&O tax rate was derived by comparing B&O tax payments by sector as a percentage of total output; a 
similar approach was applied to use taxes, fees, and sales tax. A more detailed explanation can be found in 
the Appendix. 

Jobs

Labor Income 

(billions USD)

Sales   

(billions USD)

Direct 57,700        5.1                      15.2                

Indirect 24,100        1.2                      4.7                  

Induced 66,200        3.4                      10.1                

Total 148,000      9.6                      30.0                

Multipliers

Totals jobs/direct job in maritime 2.6

Total jobs per $million direct output 9.7

Total income per $ direct output 0.6

Total output per $ direct output 2.0
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Exhibit 11. Maritime Cluster Fiscal Impacts, 2012 (millions USD) 

 

Source: Community Attributes Inc.; Washington State Office of Financial Management; 
Washington State Department of Revenue.  

Statewide Reach of Maritime  
The largest concentration of Maritime activities (as of 2012) is within the Central Puget 
Sound region. Approximately 41% of all direct Maritime employment is located in King 
County, with another 24% in Kitsap and 8% in Pierce (Exhibit 12).10 

Establishments are slightly more evenly distributed by county, with many smaller 
Maritime businesses operating in areas outside of King, Pierce, and Kitsap Counties. For 
instance, Snohomish and Whatcom Counties are home to 6% and 7%, respectively, of 
establishments statewide, while Skagit and Grays Harbor each have approximately 5%. 
Conversely, while Kitsap County is home to nearly one quarter of Maritime jobs in 
Washington State, the vast majority of these positions are with one employer, the Puget 
Sound Naval Shipyards. Roughly 40% of Maritime establishments are situated in King 
County, with another 9% in Pierce. 

While Eastern Washington does not have direct access to the ocean and/or Puget 
Sound, there are a variety of activities along the Snake and Columbia Rivers and inland 
either directly engaged in or in support of Maritime Logistics and Shipping and boat 
manufacturing. In 2012, an estimated 139 such Maritime establishments employing more 
than 2,200 workers were located across eighteen of the twenty counties that constitute 
Eastern Washington.11

                                                 
 

10 Percentages are based on public and private sector employment by NAICS codes, and thus excludes 
self-employed workers and customized estimates for additional Maritime Support Services. The latter 
constitutes an estimated 2% of all covered employment, but is concentrated in King, Pierce, and Kitsap 
counties. 
11 Counties considered part of Eastern Washington are: Adams, Asotin, Benton, Chelan, Columbia, 

Douglas, Ferry, Franklin, Garfield, Grant, Kittitas, Klickitat, Lincoln, Okanogan, Pend Oreille, Spokane, 
Stevens, Walla Walla, Whitman, and Yakima. 

 

Direct Payments Total Impact

B&O 29.0$               119.0$          

Sales Tax 36.1$               179.2$          

Other tax revenues 14.5$               53.3$            

Total 79.5$               351.5$          
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Exhibit 12. Maritime Jobs, Washington State, 2012 

  
Sources: Community Attributes; Washington State Employment Security Department (2013). 



Measures and Impacts 

Washington State Maritime Cluster November 2013 Page 17 
Economic Impact Study  

Exhibit 13. Maritime Establishments and Employees, Washington State, 2012 

 
Sources: Community Attributes; Washington State Employment Security Department (2013); Hoovers (2013).  
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MARITIME SUBSECTORS 
In this study, businesses and organizations belonging to the Maritime Cluster are defined 
as those engaged in at least one of the following: 1) Fishing and Seafood Processing; 2) 
Ship and Boat Building, Maintenance and Repair; 3) Maritime Shipping and Logistics; 4) 
Passenger Water Transportation; and 5) Maritime Support Services. 

The linkages between each of these segments of the cluster help drive economic growth 
and the sustained strength of the cluster. For instance, ship and boat builders provide 
direct support to the commercial fishing fleet and ferry system through the manufacture, 
maintenance, upgrading, and repair of fishing boats. Likewise, the federal government 
procures patrol boats as well as technical services in support of activities at the Puget 
Sound Naval Shipyard in Bremerton. Naval architecture, structural design, and 
geotechnical engineering firms along with construction firms do significant contract work 
for the ports and boat builders. 

As shown in earlier sections, Exhibit 2 demonstrates the breadth and scope of these 
forward, backward, and lateral linkages. In the sections below, each major segment of the 
Maritime Cluster in Washington is discussed in further detail, using both quantitative 
sources and qualitative information gathered from interviews and third party resources.  

Passenger Water Transportation 
Passenger Water Transportation includes state ferry operations and private ferries, as well 
as private cruise industry operations based in Washington, for the purposes of this study. 
Examples of occupations included in the sector include ship engineers, sailors and marine 
oilers, laborers, general and operations managers, and captains, mates, and pilots of water 
vessels. The occupations are analyzed in a subsequent section on Workforce Assessment.  

The number of Water Transportation Establishments, shown in Exhibit 14, have held 
steady at 130, with the exception of an increase to 140 in 2009. Jobs in Water 
Transportation are at a recent high point of 4,300 (Exhibit 15). In 2012, Washington had 
4,300 jobs in Water Transportation. Gross business incomes are down in 2012 from their 
peak of $607 million, as shown in Exhibit 16. Total gross business incomes were $550 
million in 2012.  
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Exhibit 14. Passenger Water Transportation Establishments,    
Washington State, 2007 – 2012 

 

 

Source: Community Attributes, Washington State Employment Security Department 
(2013), U.S. Department of Labor Bureau of Labor Statistics (2013). 12 

Exhibit 15. Passenger Water Transportation Jobs, Washington State, 2007 – 
2012 

 

Source: Community Attributes, Washington State Employment Security  Department (2013), U.S. 
Department of Labor Bureau of Labor Statistics (2013).13 

                                                 
 

12 Notes: 483114 is imputed for 1990-2002 using method #1; 483212 is imputed for 1990-2000 using 

method #3; 483112 is imputed for 2000-2008 using method #1 (see Appendix B). 

Establishments 

Jobs 
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Exhibit 16. Gross Business Income in Water Transportation, Washington 
State, 2000 – 2012  

 

Sources: Community Attributes Inc.; Washington State Department of Revenue; U.S. 
Bureau of Economic Analysis.14 

  

                                                                                                                                                   
 

13 Notes: 483114 1990-2002 was imputed for 1990-2002 using method #3, for 2004 using method #2; 

483212 was imputed for 1990-2000 using method #3; 483112 was imputed for 1990-2000, 2005-2007, & 
2009-2012 using method #1. See Appendix B for more information on imputation. 

 
14 483112 was imputed for 1994, 1996-2001, 2003, & 2012 using method #3. See Appendix B for more 
information on imputation. 

Millions $ (2012) 

$550 
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Washington State Ferries 

Washington State is home to the largest passenger and vehicle ferry system in the United 
States. Twenty-two vessels carry an annual average of 12 million passengers between 20 
ports of call (Exhibit 17). The ferry system carries passengers as far south as the Port of 
Tacoma and as far north as Sidney, British Columbia. Washington State Ferries employs 
more than 1,500 employees.  

Ferry routes are administered by the Washington State Department of Transportation 
(WSDOT) as a marine highway system. The routes with the highest total annual ridership 
are Bainbridge Island-Seattle, Mukilteo-Clinton, and Edmonds-Kingston.  

Exhibit 17. Annual Total WSDOT Ferry Ridership, 2012 

 

Source: 2012 Annual Washington State Ferries Traffic Statistics. 

  

Ferry Vehicles Passengers 

Mukilteo-Clinton 2,090,426 1,744,541 

Edmonds-Kingston 2,025,025 1,782,910 

Seattle-Bainbridge Island 1,940,639 4,177,878 

Fauntleroy-Vashon 1,105,064 822,742 

Seattle-Bremerton 641,728 1,687,594 

Fauntleroy-Southworth 478,004 319,578 

Tahlequah-Pt. Defiance 383,224 266,594 

Anacortes-Friday Harbor 328,436 458,156 

Pt. Townsend-Keystone 323,192 360,752 

Anacortes-Orcas 264,174 288,892 

Anacortes-Lopez 151,312 144,580 

Southworth-Vashon 91,100 69,978 

Interisland 86,950 - 

Anacortes-Sidney B.C. 42,581 72,683 

Anacortes-Shaw 16,992 15,322 

Interisland-Sidney 5,607 14,422 

Total 9,974,454 12,226,622 
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County Operated Ferries 

Several public entities operate ferry service to transport passengers across Washington’s 
bodies of water. The King County Ferry District was established in 2007 by the King 
County Council to expand transportation options for King County residents. It currently 
operates two passenger only routes as the King County Water Taxi. Routes transport 
passengers from Pier 50 in downtown Seattle to either Vashon Island or West Seattle. In 
2012 ridership on the West Seattle route totaled over 249,000 passengers. The Vashon 
Island Route carried nearly 178,000 in the same year. 

Skagit County operates the Guemes Island Ferry which transports an annual average of 
400,000 people and 200,000 vehicles between Guemes Island and Anacortes. The ferry 
provides the only link to the mainland for the island’s permanent and part -time residents. 
The run between Guemes Island and Anacortes is about 0.7 mile, and the crossing time is 
approximately five minutes. The M.V. Guemes was constructed in 1979, and has a 
capacity of 22 passenger vehicles and 102 passengers. 

Pierce County operates the Steilacoom-Anderson Island Ferry. In 2012, nearly 88,000 
passengers and over 95,000 vehicles travelled between Steilacoom and Ketron and 
Anderson Islands. The two vessels, the M/V Christine Anderson and M/V Steilacoom II, 
provide the only link to the mainland for the two islands’ permanent and part -time 
residents. The run between Anderson Island and Steilacoom is 3.5 miles, and a round trip 
takes approximately one hour. There are 10 to 14 daily runs, with four daily runs on a 
triangular route run from Steilacoom to both Ketron and Anderson Islands. The M.V. 
Christine Anderson was built in 1994, and the M.V. Steilacoom II in 2006. Each has a 
capacity of 54 cars and 250-300 passengers. 

Whatcom County operates the Lummi Island Ferry which provides passenger and 
vehicles transport between Gooseberry Point and Lummi Island. The ferry service 
provides the only link to the mainland for the island’s permanent and part -time residents. 
In 2012 ridership totaled 182,000 passengers and 109,000 vehicles. The run between 
Gooseberry Point and Lummi Island is about 0.9 mile, and the crossing time is 
approximately five minutes. The M.V. Whatcom Chief was constructed in 1962, and has a 
capacity of 20 vehicles and 103 passengers. 

Wahkiakim County operates the Wahkiakum County Ferry across the Columbia River, 
transporting an annual average of 100,000 passengers and 50,000 vehicles between Puget 
Island, Washington and Westport, Oregon. The Wahkiakum Ferry provides the only 
interstate connection across the Columbia River between the Astoria-Megler Bridge (43 
miles to the west) and the Longview Bridge (26 miles to the east). The run between Puget 
Island and Westport, Oregon, is about 1.5 miles, and the crossing time is approximately 
ten minutes. The M.V. Wahkiakum was constructed in 1962, and has a capacity of 12 
vehicles and 76 passengers. 

Other Ferries  

The Colville Confederated Tribes operate the Gifford-Inchelium Ferry, which in 2009 
transported 166,000 people across Roosevelt Lake on the upper Columbia River between 
Inchelium, Washington, and SR 25. 
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Kitsap Transit operates a passenger only ferry between Port Orchard and Bremerton. In 
2012, the Kitsap Transit Foot Ferry carried over 437,000 passengers.  

Washington State Department of Transportation operates a ferry across Roosevelt Lake 
on the Columbia River. This route, the Keller Ferry, represents the only WSDOT ferry 
operations east of the Cascade Mountains. This route connects the northern and southern 
segments of SR 21. In the summer of 2013 the Martha S. vessel was retired, with a month 
long suspension of ferry service until a new vessel, the Sanpoil, could replace it.  

The privately owned and operated Lady of the Lake company operates year-round 
transportation on Lake Chelan serving Stehekin, Holden Village, the North Cascades 
National Park, and other points along Lake Chelan. These small communities are not 
accessible by road, and the Lady of the Lake provides the most consistent form of 
transportation and freight in and out of these areas. 

Cruise Industry 

Cruise activity in Washington State is primarily centered in the Port of Seattle, where two 
piers provide berths for large cruise ships. The Bell Street Pier Cruise Terminal at Pier 66 
is located in Seattle’s downtown core and can accommodate vessels up to  1600 ft. in 
length. This pier is used by Norwegian Cruise Line and Oceania Cruises. Smith Cove 
Cruise Terminal at Pier 91, which opened in 2009, has two berths of 1200 ft. each and is 
home to Carnival Line, Celebrity Cruises, Holland America Line, Princess Cruises, and 
Royal Caribbean.  

Cruise ship activity in Seattle is typified by seven-day cruises through Alaska’s inside 
passage, and passenger boardings increased rapidly in the mid-2000s along with more 
ships visiting Seattle (Exhibit 18). Currently leading all U.S. cruise homeports on the 
West Coast in passenger volume and number of ship calls, the Port of Seattle calculates 
that the cruise business is responsible for more than 4,004 jobs, $381 million in annual 
business revenue, and nearly $16.8 million annually in state and local tax revenues (Port of 
Seattle, 2013). Each vessel call generates almost $2.1 million for the local economy. 
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Exhibit 18. Port of Seattle Cruise Ship Passengers Boardings,  
1999-2012

 

Source: Port of Seattle Cruise Folio, 2013. 

Seven cruise companies make ports of call in Seattle. Of these, Holland America Line, a 
subsidiary of Carnival Corp., is headquartered in Seattle. Holland America Lines holds a 
fleet of 15 ships, and they offer 500 cruises to 320 ports worldwide (Holland America, 
2013); their total fleet capacity accommodates over 23,000 passengers. In 2013 Holland 
America Lines will make 44 dockings in Seattle, comprising 23% of the total docking for 
the year. Holland America employs over 10,000 people worldwide, 1,300 of whom work 
at the Seattle headquarters.  

The presence of cruise ships in Washington precedes statehood. Steamship lines operated 
passenger service for transport and recreation as early as 1867, following the purchase of 
Alaska from Russia. Service primarily transported passengers between the Port of Seattle 
and Alaska, as well as to the Far East. Anchored by the Pacific Steamship and Alaskan 
Steamship Companies, ships transported passengers on sightseeing cruises of Alaska’s 
inland passage as well as workers bound for Alaska’s booming fisheries and prospectors 
headed to the Yukon gold mining fields. 

The City of Seattle Office of Economic Development estimated the direct output impact 
of cruise ship passenger spending to be $145 million, with a total output impact of $234 
million in 2007. Regarding employment, they attributed 1,675 jobs to cruise ship 
passenger spending directly, with a total impact of 3,142 jobs (City of Seattle Office of 
Economic Development, 2009). The Port of Seattle estimated local purchases related to 
passenger activity at the Seattle Seaport net of airport impacts created by cruise 
passengers; they estimated that passengers generated $33.4 million in local purchases in 
2007 (Port of Seattle, 2009). 

Passengers 
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Sight Seeing Cruises 

Additional overnight cruising activity in Washington State includes itineraries that take 
passengers around the San Juan Islands, and Salish Sea, and up the rivers and waterways 
of inland Washington. Cruises up the Columbia and Snake Rivers, highlight the history of 
American westward expansion and pioneering, and many companies offer tours that 
provide opportunities to visit the Gorge’s abundant wineries.  

Single day sightseeing opportunities aboard ships abound in Washington State. Argosy 
Cruises offers day-trips through Elliot Bay, Lake Union, Lake Washington, the Hiram M. 
Chittenden Locks, and other destinations near the greater Seattle area. Single day 
excursions are available along the Washington Pacific Coast, throughout the Salish Sea, 
and along Washington’s rivers. The San Juan Islands are a world renowned tourist 
destination, and opportunities for water-bound tourism flourish.  

Whale watching tours are a particularly popular water-based tourism industry in 
Washington, operating throughout the Salish Sea and offering opportunities to view Orca 
and other whale populations as well as marine wildlife. A 2010 study on the economic 
impacts of whale watching in Washington estimated that 150,000 people took water -
bound trips to whale watch in 2008. Approximately 30 companies operate water-bound 
tours for whale watching, ranging from larger motorized vessels to smaller sea kayaking 
trips.  

Other Passenger Water Transportation Activities in Washington State 

 Lake Chelan Recreation Inc. Doing business as Lady of the Lake, the privately-
held company operates year-round passenger transportation on Lake Chelan; 
serving Stehekin, Holden Village, the North Cascades National Park, and other 
points along Lake Chelan. These small communities are not accessible by road, 
and the Lady of the Lake provides the most consistent form of transportation and 
freight in and out of these areas.  

 Alaska Marine Highway. Alaska Marine Highway System operates a route which 
transports passengers and vehicles between the Bellingham Cruise Terminal as far 
north as Skagway, Alaska. This service operates on a weekly schedule, with two 
arrivals and departures in the summer months. Between 2002 and 2011 this route 
transported an annual average of nearly 15,000 passengers. Headquartered in 
Ketchikan, Alaska, Alaska Marine Highways operates Washington services out of 
Bellingham.  

 Norseman Maritime Charters. Norseman Maritime Charters provides vessel 
based research charters throughout the Pacific Ocean. Based in Mercer Island, 
Norseman Maritime Charters was founded in 2005 and operates two vessels 
designed to accommodate extensive research and expedition charters. Norseman 
Maritime Charters provides charters to private and public sector clients, including 
educational institutions. The company employs 11 people.   
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Ship and Boat Building, Maintenance and Repair  

Shipbuilding and repair has a long history in the state, capitalizing on the state’s rich 
history in the timber industry. Initially Washington’s natural harbors were utilized for 
timber transport, but as Seattle established itself as a trade and shipping center for Asia 
and the North Pacific, demand for shipbuilding soared (Seattle Municipal Archives). In 
1873, the Northern Pacific Railroad chose Tacoma as the western terminus of its 
transcontinental line, which established Tacoma as a center for trade (Port of Tacoma, 
2013). Soon, shipyards such as Martinolich Shipbuilding Company, Mojean Ericson 
Shipyard, and Moran Brothers Shipyard, and Puget Sound Bridge and Dredging Company 
had established themselves along the harbors of Puget Sound (Findlay, 2008). 

Exhibits 19, 20 and 21 show recent trends in this subsector, with the most volatility 
shown in business revenues (Exhibit 21). Recreational boatbuilding was the more volatile 
activity within this sector, which is more affected by shifts in the economy than 
commercial or military boatbuilding.  

Exhibit 19. Ship and Boat Building, Maintenance and Repair 
Establishments, Washington State, 2007 – 2012 

 

Source: Community Attributes, Washington State Employment Security Department 
(2013), U.S. Department of Labor Bureau of Labor Statistics (2013). 

  

Establishments 
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Exhibit 20. Ship and Boat Building, Maintenance and Repair Jobs,     
Washington State, 2007 – 2012 

 

Source: Community Attributes, Washington State Employment Security Department 
(2013), U.S. Department of Labor Bureau of Labor Statistics (2013).  

 

  

Jobs 
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Exhibit 21. Gross Business Income in Ship and Boat Building, 
Maintenance and Repair, Washington State, 2000 – 2012  

 

Sources: Community Attributes Inc.; Washington State Department of Revenue; U.S. 
Bureau of Economic Analysis. 

Commercial and Industrial Boatbuilding 

The largest boatbuilding activity in the State is at Puget Sound Naval Shipyard, located 
adjacent to the city of Bremerton on Sinclair Inlet, with 11,288 civilian employees 
reported in September 2013. Established in 1891, it was the first dry-dock and repair 
facility in the Northwest capable of handling large ships. The shipyard played a key part in 
the Allied war effort during World War I, it repaired Pacific Fleet warships damaged in 
battle during World War II, and it helped modernize aircraft carriers. Today, it is the 
largest and most diverse shipyard on the West Coast (McClary, 2003). 

Todd Shipyards Corporation bought Seattle Construction and Dry Dock Company in 
1916, and six months later expanded to Tacoma (Pelt, 2008). Though the company 
initially intended to focus on ship repair and not construction, WWI and WWII ensured 
that it was engaged in shipbuilding, with the Tacoma yard employing some 33,000 men 
and women. During WWI, Seattle’s shipyards built 20 percent of the nation’s wartime 
ship tonnage, and although the Depression of the 1930s saw a downturn in the industry, 
WWII sparked an economic rebound (Seattle Municipal Archives).  

Prior to WWII, the area’s many waterways necessitated a fleet of small, privately-operated 
steamers for transport, called the “Mosquito Fleet” (Washington State Department of 
Transportation). Additionally, the need for regular transport heralded the use of large, 
durable steam ships, many of which were built at Puget Sound shipyards (Findlay, 2008). 
World War II saw an enormous amount of shipbuilding for Puget Sound shipyards, as 
well as repair for battle-damaged ships (Warren, 1999). 

Billions $ (2012) 
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In non-wartime, shipbuilding demand declined, and Washington shipbuilders focused on 
repair instead. To accommodate demand for commercial fishing vessels operating in 
Alaska, in 1953, Peter Schmidt opened MARCO in Ballard, which typified the Seattle 
industry of marine construction and design. Across the canal, Pacific Fishermen Inc. was 
another builder of steel fishing boats, also known for their quality of construction (Sabella 
& Associates, 2003). Some of these shipyards are still in business today.  

Examples of Ship and Boat Building, Maintenance and Repair Activity in Washington State 

 Vigor Industrial. Todd Shipyards was acquired by Vigor Industrial in 2011, and 
they continue their ship repair as a leading provider of ship repair, fabrication, 
modernization, as well as industrial fabrication and services. Vigor builds vessels 
of all types, including fishing vessels, tugs, ferries, barges, and even aircraft 
carriers. In addition to construction, Vigor has expertise in refits, repair, and 
modernization. Vigor recently expanded into Ketchikan, Alaska, with their 
acquisition of Alaska Ship & Drydock, and the company will open the country’s 
largest drydock at their Portland, Oregon, facility in 2014. Vigor employs roughly 
2,000 people, depending on the season. 

 Pacific Fishermen Shipyard was founded in 1946 in Salmon Bay along Seattle’s 
ship canal. They service tugboats, passenger cruise boats and yachts, as well as 
fishing vessels up to 300 feet. They have an in-house machine shop, pipe shop and 
shipwright shop and provide electrical servicing as well. The shipyard has 70 
employees.  

 J. M. Martinac Shipbuilding Corporation. Founded in 1924, Tacoma-based 
J.M. Martinac is a self-contained manufacturing facility. The firm specializes in the 
design and construction of vessels up to 250 feet long including fishing boats, 
tugs, trawlers, yachts, and even a research sailing vessel. Recently, the firm has 
built six tugs for the U.S. Navy. J.M. Martinac employs 125 people. 

 All American Marine. Bellingham-based All American Marine was founded in 
1987 and builds aluminum monohull and multi-hull boats, including survey and 
patrol boats, as well as passenger vessels like ferries and tour boats, and cruise 
boats. All American Marine employs 45 people.  

 Dakota Creek Industries was founded in 1975 in Blaine, and moved to 
Anacortes in 1977. They build and repair both steel and aluminum boats, 
including tug boats, freezer vessels, fireboats, and ferries. The firm employs 600 
people and is captured in the NAICS code 336611, Shipbuilding and repairing. 

 Harman Canoe is located in Arlington, and builds wood canvas canoes and 
wooden boats up to 24 feet. All the boats and canoes from Harman are handmade 
to order. The firm also repairs other wooden boats and canoes.  
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 Ranger Tugs is located in Kent, and was founded in 1958. The company designs, 
builds, and tests diesel-powered trawlers, from 21-31 feet. Each boat is trailable 
for portability. The company has two employees.  

 Nichols Brothers is located in Freeland, Washington, and has been building 
boats since 1964. The firm builds a large variety of boats, including monohulls, 
catamarans, ferries, Navy transport ships, and paddle wheel boats. Currently, 
Nichols Brothers has partnered with Vigor Industrial to construct the second new 
144-car Washington State ferry. Nichols Brothers has 265 employees. 

 Delta Marine operates an 18-acre shipyard located in South Seattle. The company 
was founded in the 1960s, constructing high-speed pleasure boats as well as 
charter and commercial fishing craft. In the 1980s the company shifted their focus  
to luxury yachts. The company’s new construction division has an in-house paint, 
cabinetry, and metal shop, as well as offering refit and repair services. The 
company has 300 employees.  

Recreational Boating  

Washington is home to a robust and active recreational boating community as well as a 
commercial boating industry. The National Marine Manufacturers Association estimates 
that in 2013 the total annual economic impact of recreational boating in Washington was 
$3.18 billion; they estimate that recreational boating is responsible for 12,615 jobs 
directly, with a total jobs impact of 25,585 jobs (National Marine Manufacturers 
Association, 2013). 

There are more than 250,000 registered boats in Washington, and the purchase of a boat 
is only the beginning of an economic cycle for the recreational boat user. Purchases of 
accessories, repair and maintenance services, insurance, docking, and fueling are just some 
of the other ways recreational boaters contribute to Maritime in Washington.  

One difference between recreational and commercial boating support services is that 
while commercial boating support firms are wholesale-oriented, recreational boating 
support tends to be more retail. Rather than a few large firms, recreational boating 
services are smaller and more dispersed across the state. Serving both commercial and 
recreational boaters can be beneficial for a maintenance or support firm, as they both 
tend to be cyclical in their activities. For instance, in the summer and fall, when 
recreational boating activity is at its peak, commercial fishing vessels are away in Alaska. 
The two subsectors are thus complimentary. 
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Maritime Logistics and Shipping 
From the earliest uses of the Columbia River to efficiently ship and trade goods, to the 
natural deep water ports used for today’s container ships, the presence of Maritime 
Logistics and Shipping activity in Washington State has a long history. Washington State 
has 3,026 miles of coastline and 11 deep water ports useful for shipping goods. The 
geographic proximity to trading partners in Asia and other ports along the West Coast 
and Alaska lends Washington State an advantage as a center of Trans-Pacific and other 
water-bound shipping and trade. The Port of Seattle can accommodate ships as large as 
10,000 TEUs (twenty-foot equivalent units) and has seven deep-water ports that can 
accommodate a fully laden Panamax ship. 

Exhibits 22, 23 and 24 show recent trends in Maritime Logistics and Shipping. The 
number of establishments increased in 2008, decreased from 2008-2009, and have held 
steady in recent years (Exhibit 22). Jobs have risen steadily since 2009 (Exhibit 23), 
along with business incomes (Exhibit 24). 

Exhibit 22. Maritime Logistics and Shipping Establishments, 
Washington State, 2007 – 2012 

 

Source: Community Attributes, Washington State Employment Security Department 
(2013), U.S. Department of Labor Bureau of Labor Statistics (2013). 

  

Establishments 

 

http://en.wikipedia.org/wiki/Panamax
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Exhibit 23. Maritime Logistics and Shipping Jobs, Washington State, 
2007 – 2012 

 

Source: Community Attributes, Washington State Employment Security Department 
(2013), U.S. Department of Labor Bureau of Labor Statistics (2013).15 

Exhibit 24. Statewide Gross Business Income in Maritime Logistics and 
Shipping, Washington State, 2000 – 2012

 

Sources: Community Attributes Inc.; Washington State Department of Revenue; U.S. 
Bureau of Economic Analysis. 

                                                 
 

15 Notes: 483211 1990-2000 is imputed using method #3; 483111 2010-2012 is imputed using method #3. 
See Appendix B for more information on imputation. 

Billions $ 
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History 

From the beginning of its history, Washington’s unique geographical location established 
it as a hub for the movement of people and goods. Washington’s naturally deep harbors 
led to the creation of the two seaports of Seattle and Tacoma, which together represent 
the third largest shipping hub in North America (Center of Excellence for Global Trade 
& Supply Chain Management). Seattle was built on lumber, which was then transported to 
the booming city of San Francisco, as well as growing towns in Puget Sound (Seattle 
Municipal Archives).  

In 1873, the Northern Pacific Railroad chose Tacoma as the western terminus of its 
transcontinental line, which established Tacoma as a center for trade (Port of Tacoma). 
The discovery of gold in Alaska and Canada in 1890 allowed the area to exploit its 
existing shipping lines to become an outfitting point for prospectors (Seattle Municipal 
Archives). Puget Sound’s strong shipbuilding sector benefitted both the First and Second 
World War efforts. 

Washington’s ties to Asia were established even before statehood; in 1885 the first tea 
cargo from Asia docked in Tacoma (Ott, 2008). From the 1860s, Chinese pioneers 
comprised a large portion of the workforce in Washington ’s early history of logging, 
mining, and railroads, and Japanese pioneers arrived in the 1880s to work as farmers and 
merchants. These ties helped Seattle capitalize on its reputation as a trading hub, a 
reputation which would later help foster other sectors like Aerospace and technology.  

Today, Puget Sound is the home of one of the leading international trade and logistics 
clusters in the world (Center of Excellence for Global Trade & Supply Chain 
Management, 2013), sectors which have been identified as strategic to the economic 
growth of Washington (Center of Excellence for Global Trade & Supply Chain 
Management, 2013). 

Port Operations 

As real estate owners, The Ports of Seattle and Tacoma are considered ‘landlord’ ports, 
because they lease land to terminal operators. In Washington, the Pacific Maritime 
Association negotiates contracts between terminal operators and longshoremen. On the 
West Coast, longshoremen are entirely represented by the International Longshore and 
Warehouse Union (ILWU). 

Previous Studies  

The Port of Seattle estimated that direct employment related to marine cargo at the Port 
of Seattle was responsible for 12,428 jobs directly, with a total impact of 33,291 jobs. 
They estimated a direct impact of nearly $637 million in direct income, with a total 
income impact of nearly $2.8 billion (Port of Seattle, 2009).  

A City of Seattle Office of Economic Development study included King County port 
cargo operations and some railroad jobs in their category of ‘water transportation’, which 
was estimated at $2 billion of direct output and a total output impact of nearly $3.5 billion 
in 2007. They found that water transportation was directly responsible for 5,702 jobs, 
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with a total employment impact of 15,969 jobs (City of Seattle Office of Economic 
Development, 2009). 

Trade Flows 

In 2012, Washington State ports handled $106 billion in vessel shipments. More than two 
thirds of vessel traffic by value were imports, with more than $64 billion handled by the 
Ports of Tacoma and Seattle (Exhibit 25). The vast majority of these products are 
destined for markets outside Washington State, predominately in the Midwest.  The ports 
also serve as major export gateways for U.S. products, in particular bulk commodities 
such as oil seeds and wheat, in many cases destined for markets in East Asia (Exhibit 26). 

Exhibit 25. Washington State Ports Total Vessel Trade, 2012 (millions $) 

Source: Washington State Department of Commerce. 

Exhibit 26. Top 10 Washington State Port Import and Export Vessel 
Commodities, 2012 (million $) 

 

 
 

Source: Washington State Department of Commerce. 

Rank Port Exports Imports Total

1 Tacoma, WA 10,056.2 35,958.4 46,014.6   

2 Seattle, WA 10,094.3 28,324.5 38,418.7   

3 Kalama, WA 3,570.8   279.6      3,850.4     

4 Bellingham, WA 299.0      3,212.1   3,511.1     

5 Anacortes, WA 2,171.3   1,143.9   3,315.2     

6 Vancouver, WA 1,972.7   1,203.5   3,176.3     

7 Longview, WA 2,742.0   259.5      3,001.5     

8 Aberdeen-Hoquiam, WA 2,163.7   47.3       2,210.9     

9 Everett, WA 404.3      1,143.7   1,548.0     

10 Blaine, WA 501.5      10.4       511.9       

11 Olympia, WA 75.6       22.3       98.0         

12 Port Angeles, WA 70.2       15.0       85.1         

13 Port Townsend, WA 0.3         24.7       25.0         

14 Friday Harbor, WA 0.1         4.5         4.5           

15 Point Roberts, WA 0.2         0.2         0.5           

Total 34,122.2 71,649.7 105,771.9 

Exports Imports

Rank Commodity Value Rank Commodity Value

1 Oil Seeds Etc.; Misc Grain, Seed, Fruit, Plant Etc 6,881.4              1 Industrial Machinery, Including Computers 11,944.8          

2 Cereals 4,277.6              2 Electric Machinery Etc; Sound Equip; Tv Equip; Pts 9,676.9            

3 Mineral Fuel, Oil Etc.; Bitumin Subst; Mineral Wax 3,538.1              3 Vehicles, Except Railway Or Tramway, And Parts Etc 8,681.8            

4 Industrial Machinery, Including Computers 2,224.3              4 Mineral Fuel, Oil Etc.; Bitumin Subst; Mineral Wax 4,697.7            

5 Vehicles, Except Railway Or Tramway, And Parts Etc 2,150.7              5 Toys, Games & Sport Equipment; Parts & Accessories 4,397.2            

6 Wood And Articles Of Wood; Wood Charcoal 1,223.0              6 Furniture; Bedding Etc; Lamps Nesoi Etc; Prefab Bd 2,835.9            

7 Inorg Chem; Prec & Rare-Earth Met & Radioact Compd 1,052.2              7 Apparel Articles And Accessories, Knit Or Crochet 2,607.3            

8 Prep Vegetables, Fruit, Nuts Or Other Plant Parts 997.9                 8 Aircraft, Spacecraft, And Parts Thereof 2,568.3            

9 Fish, Crustaceans & Aquatic Invertebrates 997.0                 9 Articles Of Iron Or Steel 2,377.9            

10 Ores, Slag And Ash 925.5                 10 Footwear, Gaiters Etc. And Parts Thereof 2,191.5            
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Alaska Transport 

Ocean-towing tugs provide towing services for both short and long distances from 
Washington’s coast. These tugs tow cargo such as oil rigs, retired military vessels, or 
mineral extracts from remote mines. Three firms - Crowley Maritime Corporation, Foss 
Marine Holdings, and Harley Marine Services - comprise roughly 85% of the tugboat 
business on the West Coast. Two local firms, Tote Maritime, and Horizon Lines, provide 
ocean cargo carrier service between Washington’s coast and the domestic markets of 
Alaska and Hawaii. Some 70% of cargo from the lower 48 states to Alaska goes through 
the Port of Tacoma. While Horizon provides ocean shipping services for containerized 
cargo, Tote provides break bulk services as well.  

Maritime Logistics and Shipping by Commodity 

Construction and Contracting Firms Supporting the Ports  

Over the past three years, 126 Washington-based firms in construction, structural 
engineering, and geotechnical and environmental engineering did work with the ports. 
These projects entailed terminal construction, geotechnical environmental work, and 
support such as metal manufacturing. Such firms account for nearly 4,000 workers in 
Washington. 

General Construction Company is based in Federal Way, and builds bridges, piers, 
marinas, breakwaters, jetties, dam upgrades, ferry terminals, and submarine cables. The 
company has worked for Port authorities, state departments of transportation, 
governmental agencies, the U.S. Department of Defense, the Army Corps of Engineers, 
the Coast Guard, and numerous private companies.  

Streich Brothers is located in Tacoma, and has been in business since 1957 in 
fabrication, forming, machining, and welding. Streich Brothers is one of the largest 
industrial maintenance facilities in the Pacific Northwest. The company repairs 
construction equipment, makes new parts, and does industrial quality welding for 
Maritime and construction. Streich Brothers employs 50 people. 

Examples of Maritime Logistics and Shipping in Washington 

 Northland Services is an ocean freight company based in Seattle, providing 
freight transportation services between Seattle, Alaska and Hawaii. Annually they 
provide 125 sailing to Alaska and 17 sailings to Hawaii. Their 70-acre campus is 
the largest cargo barge facility on the West Coast. Northland Services employs 450 
people and is captured under NAICS code 483113, coastal and great lakes freight 
transport. 

 Tidewater Holdings Inc. is a multi-commodity transportation and terminal 
company headquartered in Vancouver, Washington. Founded in 1932, Tidewater 
operates four terminals along the Snake and Columbia Rivers and a barge line 
specializing in grain, petroleum products, wood products, liquid and dry fertilizers, 
and all types of containerized freight. The company also provides harbor services, 
owns a shipyard, and sells flat decks, covered hoppers and house barges; and 
tugboats-towboats, and line handling winches. Tidewater employs more than 230 
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in Oregon and Washington, and is the largest inland marine transportation 
company in the Pacific Northwest. Tidewater Holdings, Inc. is captured under 
NAICS code 483211, Inland water freight transportation. 

 The Port of Tacoma was created by Pierce County citizens in 1918, and has 
become one of the largest container ports in North America. While the Port 
handles container cargo similar to that of the Port of Seattle, it also handles 
automobile imports and break-bulk cargo (cargo which doesn’t fit within a 
container) (Washington State Department of Commerce, 2011). In 2011, the Port 
of Tacoma handled 1.7 TEUs, and their facilities include marine terminals, on-
dock rail yards, cargo handling equipment and warehouses and docks. The Port 
has 500 employees. 

 The Port of Grays Harbor was created in 1911 as an original land grant of 
seventy acres between Hoquiam and Aberdeen. Historically a timber Port, the 
Port is now unique in that it is heavily and increasingly export-oriented, and that it 
specializes in break-bulk products. The Port handles one-third of Chrysler vehicles 
leaving the West Coast, and Port facilities include marine terminals, a marina, a 
business park, and Bowerman Field Airport (Washington State Department of 
Commerce, 2011). The Port has 140 employees.  

 Created in 1920, the Port of Bellingham has focused on increasing shipping at 
the Bellingham waterfront. The Port has expanded into a multi-purpose port, with 
facilities including a passenger terminal which is the southern connection for the 
Alaska Marine Highway System, a shipping terminal, two marinas serving both 
commercial and pleasure boats, and Bellingham International Airport. The Port 
has 120 employees.  

 In addition to operating the largest public port on the West Coast with 2,300 slips, 
The Port of Everett also plays a strategic role in serving Washington’s Aerospace 
industry, importing Aerospace parts for assembly of aircraft by Boeing and others. 
The port employs 13,778 people, and because of its special relationship with the 
Aerospace industry, it ranks second statewide in terms of Port export value, and is 
the third largest container facility in Washington state. The port is home to six 
shipping lines, and also exports energy supplies and forest products (Port of 
Everett, 2013).  

 The Port of Seattle is a port district which operates Seattle's seaport and airport. 
Created in 1911, the Port currently employs 1,650 individuals. In 2011, Sea-Tac 
Airport handled a record 32.8 million passengers and the seaport division handled 
just over two million containers (TEUs), making it the 7th largest port in North 
America and the 57th largest in the world. Among its facilities are the Seattle -
Tacoma International Airport; the Shilshole Bay Marina; the Maritime Industrial 
Center and Fishermen's Terminal on Salmon Bay; cargo terminals and a grain 
elevator on Smith Cove; and numerous cargo terminals on Elliott Bay, Harbor 
Island, and the Duwamish Waterway. The Port of Seattle also controls recreational 
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and commercial moorage facilities and two cruise ship terminals. The Port of 
Seattle falls under NAICS code 488310, Port and harbor operations. 

 Foss Marine Holdings has been operating for 124 years on the West Coast. 
Founded by Thea Foss in 1881, Foss began as a launch company, and has grown 
into Foss Marine Holdings. It is now a division of Saltchuck. The firm owns a 
coastal tug and barge fleet, including harbor services and ocean-towing tugs, as 
well as a ship repair and construction business. Foss employs approximately 800 
employees in Washington. 

 CityIce Seattle operates as a public port warehouse with deep water dock-side 
access for the simultaneous vessel offloads, specializing in seafood products and 
offers on-site processing of seafood products. Providing 375,850 square feet of 
temperature-controlled storage, CityIce is a wholly owned subsidiary of Lineage, 
a California based warehousing and Logistics Company. CityIce employs 40 
people. 

 Crowley Marine Services was founded in San Francisco in 1892, and expanded 
operations into Puget Sound in 1923. The company operates Ocean class tugs 
between Alaska and Tacoma and plays a key role in helping distribute Alaska fuel 
by barge. Crowley has 400 employees in Seattle.   
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Fishing and Seafood Processing 

The number of total establishments in this sector have demonstrated the cluster-wide 
trend of consolidation, as evidenced by Exhibit 27. Still, employment has remained 
steady and actually grown (Exhibit 28), demonstrating that consolidation exists only in 
establishment numbers of the sector as smaller businesses sell to larger corporations. 
Exhibit 29 shows a breakdown of employment in the sector for 2011 including self-
employers, which comprise a large number of commercial fishing establishments. Exhibit 
30 evidences the growth in gross business income in the sector despite its consolidation , 
despite falling off slightly in 2012. 

Exhibit 27. Establishments in Fishing and Seafood Processing, 
Washington State, 2007 – 2012 

 

Source: Community Attributes Inc., Washington State Employment Security Department 
(2013), U.S. Department of Labor Bureau of Labor Statistics (2013). 

  

Establishments 
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Exhibit 28. Fishing and Seafood Processing Covered Jobs,                    
Washington State, 2007 – 2012 

 

Source: Community Attributes, Washington State Employment Security Department 
(2013), U.S. Department of Labor Bureau of Labor Statistics (2013).16 

Exhibit 29. Fishing and Seafood Processing Jobs in Sub segments, 2011 

 

Source: Community Attributes, Washington State Employment Security Department 
(2013), U.S. Department of Labor Bureau of Labor Statistics (2013).17 

                                                 
 

16 Note: NAICS 112512: between 1990-2000 was imputed using method #1. See Appendix B for more 
information on imputation. 
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Exhibit 30. Gross Business Income in Fishing and Seafood Processing, 
Washington State, 2000 – 2012 

 

Sources: Community Attributes Inc.; Washington State Department of Revenue; U.S. 
Bureau of Economic Analysis. 

History of Commercial Fishing and Seafood Processing in Washington 

Native American tribes in present-day Washington have fished for salmon, halibut, and 
shellfish for thousands of years. Commercial fishing by Euro-Americans in Washington 
along the Columbia River began in the 1880s, and shellfish production in coastal areas 
began in the 1860s (Pacific Shellfish Institute, 2013). Since their discovery by 
Washington’s first settlers, fisheries in Washington State have experienced the boom and 
bust cycle typical of extraction industries, and regulation has played an integral role in 
ensuring the sustainability of the resource.  

In Alaska, fishermen from Asia and Europe superseded American fishermen, beginning 
to fish there as early as the 1880s for crab and salmon. After cycles of overfishing in what 
American fishermen considered “their” waters, U.S. fishermen appealed to Congress for 
help. In 1976 the Magnuson Fishery Conservation and Management Act extended fishing 
jurisdiction to 200 miles off the coastline, and effectively established the dominance of 
the American domestic fishing fleet in Alaskan waters while addressing the issue of 
depleted fisheries. (Sabella & Associates, 2003).  

                                                                                                                                                   
 

17 Note: NAICS 112512: between 1990-2000 was imputed using method #1. See Appendix B for more 
information on imputation. 
 

Billions $ (2012) 
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Though this legislation opened up a new resource to Americans, the fishing industry in 
Alaska did not have the processing infrastructure in place to take advantage of it 
(Sampson, 1990). The advent of joint venture trawling brokered a partnership between 
the newly-ousted foreign fishermen who did have processing capacity, and American 
fishing operations. This partnership allowed American trawlers to take advantage of the 
newly-opened fishery despite their lack of food processing capacity. The Magnuson Act 
contributed significantly to the strength of an American deep-water fishing fleet, and 
today Seattle is the point of entry for 50 percent of the seafood caught in the United 
States (Trade Development Alliance of Greater Seattle, 2013).  

In the 1880s, Europeans, who believed cod to only be an Atlantic fish, discovered it in 
the Bering Sea. Within a generation of the discovery of the Pacific Cod, a new industry 
was born, with Seattle at its hub (Centuries of Fish: Seattle's Dynamic High Seas Fishing 
Fleet, 2003). Cod was harvested heavily by Japanese and Russian fisheries in the 1970s 
and 80s (NOAA Fish Watch Pacific Cod overview). Cod is the second highest 
commercial ground catch off Alaska, following pollock, and it is considered one of the 
best managed fisheries in the world (NOAA Fish Watch Pacific Cod overview). 

The non-Indian Columbia River commercial salmon fishery began in the mid-19th 
century. After a salmon canning process was developed, the fishery began a boom and 
bust cycle. Immigrant fishermen from Scandinavia and Europe settled in the area and 
stabilized the industry. However, early canneries were inefficient, and as early as the 1890s 
the fishery began to decline. The combination of development along the Columbia River, 
damming efforts, and over-fishing, had a deleterious effect on the salmon population 
(University of Washington Libraries Special Collections, 2013). Washington and Oregon 
formed a bi-state Columbia River Compact in 1915, and since then the two states have 
co-managed all Columbia River fisheries (Columbia River Commercial Fishermen: Fishing 
for the General Public, 2013). Today, to protect Washington salmon, state fishing 
regulations are some of the most complex in the world (Washington Department of Fish 
& Wildlife, 2013). 

In Alaska, Russian fisheries were the first to operate commercially in the late 1800s  (John 
H. Clark, 2006). While the salmon catch was always biggest in Alaska, the salmon business 
in Seattle was far bigger, where all the companies were located (Centuries of Fish: Seattle's 
Dynamic High Seas Fishing Fleet, 2003). Food production during WWII led to 
liberalizing of regulations, and by the 1960s, the Alaska stocks were depleted. Through a 
long-term research and management program, Alaskan salmon fisheries have been rebuilt 
into one of the strongest and most sustainable fishery resources in the world (John H. 
Clark, 2006). 

Native Americans have fished halibut off the West Coast for hundreds of years, but the 
American commercial fishery began in 1888, when halibut from the Strait of Juan de Fuca 
first landed in Tacoma (NOAA Fish Watch Pacific Halibut overview). Cycles of 
overfishing marked the halibut catch, and in the 1990s managers adopted a quota system 
to address the declining catch, and it is considered to be well-managed today (NOAA 
Fish Watch Pacific Halibut overview, 2013).  



Maritime Subsectors:  
Fishing and Seafood Processing 

Washington State Maritime Cluster November 2013 Page 42 
Economic Impact Study  

King crab was overfished largely by Japanese and Russian commercial fleets as early as 
the 1930s (Zimmermann, Dew, & Malley, 2009). In 1946, U.S. fishermen began to fish 
Alaskan waters for king crab, and by 1963 the U.S. dominated the fishery. In 1960, trawls 
and tangle nets were outlawed as fishing methods, and fishermen were only allowed to 
take male crabs. 1980s male-only king crab fishery was the most valuable single-species 
fishery in Alaska with a peak catch of 59 million kg of Bristol Bay crab, but in 1981 the 
fishery collapsed (Zimmermann, Dew, & Malley, 2009). Exhibit 31 shows the Count and 
Type of Washington’s top 20 commercial fishing licenses; Dungeness crab is one of the 
most popular fishing licenses in Washington. 

As a result, bankrupt crabbing vessels lined the wharves of Ballard, and eventually many 
diversified by retrofitting boats for trawling as well as crab fishing (Sabella & Associates, 
2003). In 2000, a vessel license system was implemented to address overfishing, and today 
the catch is carefully monitored and fished (Alaska Bering Sea Crabbers, 2013).  

Food processing in Washington began with salmon canneries on the Columbia River. In 
the early 19th century, salmon harvesting had been at a subsistence level because of a lack 
of processing infrastructure. In 1866, the first cannery on the Columbia opened, and 
canned salmon became a popular and cheap food source for the working class. In less 
than 20 years, over 50 canneries had opened on the river (University of Washington 
Libraries Special Collections, 2013).  

In 1903, the invention of the automatic salmon processing machine increased processing 
capacity from two fish a minute by an experienced worker, to 110 fish a minute  (Wilma, 
2000). The machine displaced workers, but greatly increased commercial yield, and 
eventually this increase in production led to a decline in salmon populations in the 
Columbia (University of Washington Libraries Special Collections, 2013). 

On the Pacific Coast, seafood processing began with salmon salteries in the 1880s, with 
much of the labor being done by Native women. This salmon was destined for Japan and 
Washington State. As the salmon population on the Columbia and Sacramento Rivers 
began to decline, Alaska’s salmon canning industry saw a boom in new entrants. After 
acquisitions by larger canneries, some of these operations continued until the 1930s. 
Commercial troll fishery began in 1905, with king salmon. The fish were packed in ice in 
wooden boxes and shipped to Puget Sound ports. Dungeness crab was first fished and 
processed in Glacier Bay in the 1930s, with fishermen holding their catch in floating live 
boxes (Mackovjak, 2010).  

During WWII, seafood production in general was ramped up, and cold storage facilities 
became the norm for storage of both crab and fish. Bellingham Cold Storage, first a 
shipbuilder, built its first warehouses for cold storage in 1946. The 1950s saw a major 
expansion in cold storage, and in the 1970s, firms like Trident began to vertically integrate 
their operations to include processing on the same vessels they fished from (Trident 
Seafoods, 2013). Seafood processing continues to be a major contributor to Washington’s 
economy; according to one study, shore-based seafood processing contributes $1.87 
billion into the state’s economy annually (The Seattle Times, 1994). 
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Alaska’s Seafood Industry 

Though much of Washington’s fishing activity takes place in Alaska, most of the 
economic impact of the industry accrues in Washington through an extensive and 
broad network of supporting industries. Seafood generates enormous value for both 
Alaska and Washington, accounting for $6.4 billion in combined exports and retail 
value in 2011, according to a recent study (Alaska Seafood Marketing Institute, 2013).  

With just over seven thousand Washington residents participating in Alaska’s 
commercial fisheries in 2011, Alaska’s seafood industry also employs more 
Washington residents than Washington’s own seafood industry. The same study 
estimated the total economic impact of Alaska’s seafood industry in Washington 
including indirect and induced effects to be 34,490 jobs and $1.9 billion in labor 
income. 

A commercial fishing vessel is dependent not only on the shipbuilders, fueling 
operations, and legal and engineering services which supply them, but also on the 
processing, warehousing, refrigeration, and food distribution networks which they 
supply to.  

Fishing and Seafood Processing operations have varying degrees of vertical 
integration; some fishing vessels operate completely independently and pay for the 
services of processing and warehousing facilities either in Alaska or Washington. 
Some vessels have integrated some portion of the process into their operation, either 
through on-board processing facilities or by delivering their harvest to a processing 
mother ship which they may or may not own. Other operations (such as Trident 
Seafoods) have completely integrated the process of harvesting, processing, 
packaging and warehousing, where all of these activities occur in-house.  

Rough processing of the product may occur on the fishing boat or in an Alaska 
processor. Then, the product is delivered to Puget Sound or other Alaska processors 
for value-added processing such as curing, smoking, or fileting. The product is 
exported to Europe or Asia for final consumption. Alternatively, the product can be 
first sent to Puget Sound, exported to Asia for processing, and then re-exported from 
Washington for final consumption. From the fuel on the ships, to the employees, to 
the export value, Washington’s economy benefits. Exhibit 31 shows the growth of 
the total commercial catch value, which topped $300 million in 2011.  

Alaska and Washington’s economies are interdependent regarding seafood; neither 
can function without the other. Historically, Alaska has been geographically isolated 
and has lacked the infrastructure needed to support a commercial fishing fleet and 
the activities associated with it. Washington has fulfilled that role, though Alaska’s 
competitiveness is increasing as longtime industry players build up infrastructure in 
the state.  
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Aquaculture  

Clams, oysters, and mussels have been in production commercially along Washington 
estuarine areas since the 1860s, with Willapa Bay oysters in particular finding a strong 
market in San Francisco from 1851 to the 1880s (Story, 2006). Washington State is the 
largest producer of hatchery-reared and farmed shellfish in the U.S., with over 300 farms 
accounting for 25% of the total domestic production. In the 1970s, to increase the 
availability of shellfish and to develop aquaculture, methods were developed to produce 
shellfish seed in hatcheries. Today, commercially important species include mussels, 
clams, oysters, and geoduck (Pacific Shellfish Institute, 2013). Salmon is also incubated in 
Puget Sound waters. Atlantic salmon is raised for market while native salmon is cultivated 
for release into the wild. 

Recreational Fishing 

In addition to Fishing and Seafood Processing, recreational anglers generate a 
significant economic impact in Washington. A 2008 study exploring the economic 
importance of non-treaty commercial and recreational fisheries in Washington found 
that combined, commercial and recreational anglers directly and indirectly supported 
an estimated 16,374 jobs and $540 million in personal income in 2006. The study 
found that recreational fishing generated the larger share of economic impacts, with a 
total jobs impact of 12,850 (Washington Department of Fish and Wildlife, 2008).  

Tribal Fishing 

In 1974, the State of Washington re-affirmed the rights of Washington’s Indian tribes 
to fish in their native waters. The Boldt Decision allocated 50% of the annual salmon 
catch to treaty Tribes of Washington (Crowley & Wilma, 2003). Since that ruling, 
tribes have won similar allocations for other fisheries, including Pacific whiting, 
sablefish, rockfish, albacore, halibut, sea urchin and shellfish.  

Washington Tribes are heavily involved in fisheries management, and are major 
players within commercial fishing; total commercial landings in 1997 were valued at 
$139.6 million. Most of the fish harvested by Indians are marketed unprocessed to 
outside buyers, including a significant foreign market (Tiller & Chase, 1997, p. 13). 
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Exhibit 31. Count and Type of Top 20 Washington Commercial Fishing 
Licenses, 2011 

 
Source: Washington Department of Fish and Wildlife. 

Exhibit 32. Washington State Commercial Seafood Landing Catch 
Value, 2000 – 2012

 
Source: National Marine Fisheries Service. 

License Type 
License 
Count 

Non-salmon Ocean Delivery 275 

Dungeness Crab Pots Puget Sound 249 

Dungeness Coastal Crab Pots (Perm) 223 

Puget Sound Salmon Gill Net 195 

Willapa Bay Salmon Gill Net 193 

Salmon Troll 154 

Ocean Delivery Pink Shrimp  83 

Puget Sound Salmon Purse Seine 75 

Grays Harbor Salmon Gill Net 63 

Sea Cucumber Dive 27 

Baitfish Lampara 26 

Sea Urchin Dive 26 

Non-Shrimp Shellfish Pots 19 

Puget Sound Shrimp Pots 18 

Herring Lampara 16 

Sardine Purse Seine 16 

Herring Purse Seine 15 

Herring Dip Bag Net 14 

Coastal Hagfish Pot 12 

Puget Sound Salmon Reef Net 11 

Other 80 

Total 1,790 

 

Million $ 
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Examples of Fishing and Seafood Production in Washington 

 Troutlodge Inc. Founded in 1945, Troutlodge is a leading producer of eyed 
salmonid eggs, specializing in Rainbow trout eggs, Silver steelhead eggs, and 
Atlantic salmon eggs for aquaculture. They also serve as a wholesaler and retailer 
of live fish for stocking programs and bioassay testing. Headquartered in Sumner, 
Troutlodge has ten facilities in Washington, Idaho, and Oregon, as well as 
subsidiaries in Chile and the Isle of Man. Troutlodge employs 120 people globally.  

 Taylor Shellfish Farms. Taylor Shellfish is a leading producer of farmed shellfish 
in the United States. Family owned and operated, Taylor Shellfish has been 
farming shellfish in Puget Sound since the 1890s. Headquartered in Shelton, they 
operate additional hatcheries and nursery facilities in Hawaii and California, as 
well as a shellfish distribution company in Hong Kong, and grow Fiji Pearls in 
partnership with J. Hunter Pearls Fiji, Ltd. Taylor Shellfish employees nearly 500 
people.  

 American Seafoods Company. Headquartered in Seattle, American Seafoods 
Company was established in 1987 and became a subsidiary of American Seafoods 
Group in 2000, to comply with the American Fisheries Act U.S. ownership 
requirements. American Seafoods Company manages a fleet of catcher-processor 
vessels that operate in the Alaskan Bering Sea, harvesting and at-sea processing 
Alaska pollock, yellowfin, sole, Pacific cod and Pacific hake. The company has 
1,000 employees.  

 Trident Seafoods. Trident Seafoods in the largest vertically integrated seafood 
company in the United States. Based in Seattle, Trident manages nearly 30 fishing 
and trawling vessels, and 20 onshore processing plants located in Alaska, 
Washington, and Oregon, and vertically integrated distributorship of its products. 
Processing facilities are located in Anacortes, Bellingham, Seattle, Everett, and 
Tacoma. Trident Seafoods sells frozen, canned, smoked and ready-to-eat seafood 
products for the wholesale, retail and food service markets under a variety of 
different brand names. Founded in 1973, Trident has over 6,500 employees (1,600 
of those in Washington).  

 Pike Place Fish Market. Pike Place Fish Market is an iconic fish market located 
in downtown Seattle’s historic open-air Pike Place Market. Renowned for their 
salmon tossing fish-mongers, Pike Place Fish Market was founded in 1930. The 
Pike Place Fish Market has been featured in a variety of advertisements, television 
shows, movies, and was the subject of a 1998 documentary. They employ 18 
people and are visited by as many as 10,000 people daily.  

 Ocean Beauty Seafoods. Ocean Beauty Seafoods began in 1910 as a storefront 
on the Seattle waterfront. Today, Ocean Beauty is one of the largest seafood 
companies in the U.S., with nine domestic facilities, eight distribution facilities 
across the western U.S., and a global reach. In Washington the company operates 
two value-added seafood plants in Monroe and Seattle. Depending on the season, 
Ocean Beauty has anywhere from 1,000-2,000 employees worldwide.   
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Maritime Support Services 

This study defines Maritime Support Services as the NAICS codes of Marinas (NAICS 
713930) and Boat dealers (NAICS 441222), technical services such as fueling and 
petroleum services, Maritime electronics and parts suppliers, professional services such as 
accountants, attorneys, and naval architects, as well as federally funded support services 
which include NOAA and Army Corps of Engineers activities.  

Establishments in this subsector have declined steadily in recent years (Exhibit 33). Jobs 
decreased in 2009 during the recession but held steady since then (Exhibit 34). Statewide 
gross business income has declined beginning in 2007, shown in Exhibit 35, probably 
due to the poor economic climate. Boat dealers comprise the great majority of the 
segment, but other activities include:  

 Gig Harbor Marina and Boatyard was originally founded as a fishing boat 
repair shop in 1905. Originally Skansie’s Ship Building Company, it built the 
original Washington State Ferries. Today, they are a full service boatyard and 
marina with capacity for haulouts, marine services, and both open and covered 
moorage.  

 Ballard Oil was established in 1937, and operates in Lake Union providing fuel, 
lubricants, and other supplies to the Pacific Northwest and Alaska fishing fleets, 
as well as providing heating oil delivery to consumers in Seattle. Ballard Oil is one 
of two commercial marine fuel providers in Seattle. 

 West Sound Marina, Inc. was established in 1950, and is the largest marina on 
Orcas Island. They offer mechanical services, haulouts, and wet and drydock 
facilities for boats up to 80 ft. plus.  

 Cap Sante Marine, located in Anacortes, has served Northwest recreational 
boaters, professional skippers, and charter boat and commercial owners since 
1979. They offer boat repair, boat launch and haulout up to 50 tons, and an 
indoor heated fiberglass, gelcoat, and paint shop.  

 Lunde Marine Electonics is headquartered in Seattle and offers services and 
installation of auto pilots, radar, navigation, communications and fish finders. The 
company has three locations, in Seattle, Tacoma, and Dutch Harbor, Alaska, and 
has been in operation for 25 years. 

 LFS Commercial Gear is a supplier to the Fishing and Seafood Processing 
industry with four locations in Alaska, and with retail locations in Bellingham and 
Seattle. The company stocks gear for all major commercial fisheries, as well as 
safety gear and supplies for processing.  
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Exhibit 33. Maritime Support Services Establishments, Washington 
State, 2007 – 2012 

 

Source: Community Attributes, Washington State Employment Security Department 
(2013), U.S. Department of Labor Bureau of Labor Statistics (2013) . 

 

Exhibit 34. Maritime Support Services Jobs,  
Washington State, 2007 – 2012 

 

Source: Community Attributes, Washington State Employment Security Department 
(2013), U.S. Department of Labor Bureau of Labor Statistics (2013). 

  

Establishments 

Jobs 
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Exhibit 35. Statewide Gross Business Income in Maritime Support 
Services, 2000-2012 (Expressed in 2012 Dollars) 

 

Sources: Community Attributes Inc.; Washington State Department of Revenue (2013); 
U.S. Bureau of Economic Analysis.  

Maritime-Related Engineering 

Maritime engineering includes both naval architecture—the design of boats and other 
floating structures—and engineering related to on-shore facilities and structures. In 2012, 
there were approximately 630 naval architects in Washington State, representing a 
location quotient for Washington of 4.32; these positions paid an average annuals salary 
of $85,470 (U.S. Bureau of Labor Statistics, 2013). Naval architecture firms in 
Washington State include: 

 Art Anderson Associations Inc. founded in 1955, Art Anderson Associates Inc. 
is an engineering services firm specializing in naval architecture and marine 
engineering. Clients include NOAA and Washington State Ferries.  They provide 
shore-side facilities engineering services, as well as vessel design, transportation 
planning for ferries, and construction project management. Headquartered in 
Bremerton, Art Anderson Associates’ clients include international agencies 
looking for efficiencies in their water transportation systems. 

 Elliot Bay Design Group, headquartered in Seattle and with operations in New 
Orleans, provides naval architecture, marine engineering and production support 
services to owners, operators and shipyards across the globe. An employee-owned 
company, they specialize in ferry boat design. Clients include Alaska Marine 
Highways, Washington State Ferries, and the India’s Oil and Natural Gas 
Company. 

Billions $ (2012) 
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 Glosten Solutions, Inc. is a full service consulting firm of naval architects, 
marine engineers and ocean engineers located in Seattle. Design experience 
includes tugs, barges, research vessels, cruise vessels, passenger/car ferries, and 
special-purpose platforms. The firm offers specialized expertise in hydrodynamic 
analysis, climatology, risk analysis, and consulting to civil engineers and marine 
construction contractors for floating and coastal structures. 

 Guido Perla & Associates Inc. Headquartered in Seattle, GPA is a naval 
architecture and marine engineering firm with operations in China, Germany, 
Chile, and Brazil. They specialize in large-scale factory trawlers, next generation 
offshore vessels, and diesel-electric passenger vessels, as well as tug boats, fire 
boats, research vessels and navy vessels. 

 Hockema & Whalen Associates. Based in Seattle, Hockema & Whalen 
Associates is a full service naval architectural firm primarily involved in 
commercial and government projects. They provide naval architecture and marine 
engineering services for tugs, commercial fishing vessels, dredgers, cargo barges, 
derrick barges, small cargo vessels, workboats and passenger vessels.  

 Jensen Maritime Consultants, Inc. A full-service naval architecture and marine 
engineering firm based in Seattle, Jensen Maritime Consultants is a subsidiary of 
Crowley Maritime. They design tug and other workboats as well as fishing vessels, 
including the first modern Bering Sea crabbing vessel in 1966. Passenger vessels, 
shipyards, and cargo transport represent additional firm expertise.  

On-shore engineering and construction firms deal with a wide range of waterfront-related 
projects, including terminal and waterfront facility design, seawalls, and underwater 
structures.  

Other Professional Maritime Support Services 

This study defines professional Maritime Support Services as firms engaged in finance, 
law, and accounting services, as well as Maritime-related engineering services. Such 
businesses provide crucial services to the Maritime industry by providing the same types 
of support services needed by any business as well as specialized services addressing the 
complexities of the Maritime industry.  

Professional services to Maritime are specialized because the industry frequently involves 
multiple and overlapping jurisdictions in international waters. Law firms provide a variety 
of services to Maritime, including ensuring environmental compliance, representing 
personal injury cases, and negotiating cargo disputes. Accountants provide bookkeeping 
and tax services for firms who work in international waters, and who employ seasonal and 
sometimes non-resident workers. Finance also plays a critical role in securing funds for 
new boats, whether pleasure or work craft.  

 Garvey Schubert Barer has a comprehensive, full-service Maritime practice in the 
Northwest. Their clients include vessel owners and operators, a ferry line, 
shipyards and trade associations, fishing companies, and luxury yacht owners. The 
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firm assists in labor disputes, fisheries regulations, as well as vessel financings and 
other commercial transactions.  

 Philip D. Hingston, Inc. P.C. is located in Seattle and offers services including 
payroll and bookkeeping, business consulting, tax preparation, and financial 
planning.  

 Keesal, Young & Logan opened their Seattle office in 1994 and has a significant 
Maritime practice located in the state. Their clients include Crowley Maritime 
Corporation, Foss Maritime, Hanjin Shipping, Trident Seafoods, and Holland 
America Line. Their areas of practice include environmental incidents, Jones Act 
and longshore litigation, and Maritime lien disputes.  

 Greenwood, Ohlund & Co, LLP is located in Seattle and was founded in 1978. 
Their staff includes industry specialists in commercial and crab fishing as well as 
manufacturing. The firm provides services in auditing, accounting, and tax and 
business consulting. 

 Nicoll Black & Feig has a full service Maritime and transportation practice 
located in Seattle. Their attorneys include graduates of the U.S. Merchant Marine 
Academy, the U.S. Coast Guard Academy, former Navy JAG lawyers, and marine 
engineers. The firm has extensive experience in Maritime litigation including cargo 
claims, personal injury, environmental litigation, and salvage and cargo claims. 

Federal Maritime Support Services 

National Oceanic and Atmospheric Administration. NOAA operates numerous 
offices aimed at research and conservation in Washington State, including:  

 The National Weather Service staffs weather forecast offices in Spokane and 
Seattle, provides aviation forecasts for Washington, most of Oregon, and parts of 
California and Idaho, and maintains a network of data buoys to aid in early 
detection of tsunamis.  

 National Marine Fisheries Service manages fisheries, conducts research on fish 
migration for endangered and non-endangered species, conducts aquaculture 
research, and inspects seafood. 

 National Ocean Service provides technical assistance for spills, collects data on sea 
trends, protects coastline, and conducts navigational surveys. 

NOAA employs over 1,000 people in the state and had a payroll of $129 million in 2012.  

The Army Corps of Engineers. Army Corps of Engineers maintains and operates 
important navigation projects, performs flood risk management, and ecosystem 
restoration. The Corps operates the Lake Washington Ship Canal and Hiram M. 
Chittenden Locks as well as Grays Harbor navigation channel and jetties, which have 
significant benefit to the Maritime industry. Corps civil works projects include the 
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Howard A. Hanson Dam in the Green River Valley, as well as a number of other flood 
risk management and, ecosystem restoration, and fish passage projects.  The Army Corps 
of Engineers employs 859 people in the state and had a payroll of $64 million. 
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Military Operations 

The Coast Guard and U.S. Navy contribute significantly to Maritime in Washington State 
through contract spending, operations, and research functions. The Puget Sound Naval 
Shipyard (PSNS), located in Bremerton has nearly 11,300 civilian Department of Defense 
employees and is Washington’s second largest industrial employer, behind only Boeing.  

The Navy 

The Navy operates many installations in Washington State, the largest being Naval Base 
Kitsap, which was created in 2004 by merging the former Naval Station Bremerton with 
Naval Submarine Base Bangor. Naval Base Kitsap is the third largest naval base in the 
U.S., and the Pacific Northwest’s largest Naval shore facility. Naval Station Everett is 
Washington’s second-largest installation, and the Navy’s most modern facility. Naval 
Station Everett is home to two destroyers, three frigates, one nuclear-powered aircraft 
carrier and a Coast Guard buoy tender. The Navy accounts for the majority of Military 
and Federal Operations in the state, in terms of both contract spending (Exhibit 36), as 
well as payroll and total employees (Exhibit 37).  

As of September 2013, Puget Sound Naval Shipyard reported 11,228 civil service and 
Department of Defense civilian employees (PSNS, 2013). Historically, the shipyard built 
many ships for the Allied war effort. During the Great Depression, Puget Sound Naval 
Shipyard (PSNS) went through a period of expansion as the nation built up its fleet, and 
during WWII, the yard repaired warships damaged in battle (Mc Clary, 2003). DOD 
employees in the shipyard do not work on conventionally powered ships, only on nuclear-
powered ships, and private sector employers in the yards such as Vigor Industrials service 
non-nuclear ships. 

In federal fiscal year 2012, nearly half a billion dollars in federal contracts were awarded 
for procurement and services rendered for Congressional District 6, home PSNS, Bangor 
Submarine Base, and Naval Undersea Warfare Center in Keyport. While PSNS handles 
nuclear-powered ship maintenance and repair, non-nuclear-powered surface ships are 
exclusively handled via private sector contracts, and even among nuclear-powered ships, 
many non-nuclear maintenance and repair activities are contracted to private sector third 
parties. For instance, in fiscal year 2012 Vigor Industrial received more than 261 federal 
contracts for work performed in Washington worth in aggregate $91.8 million; almost all 
of this work ($91.4 million) was for non-nuclear ship repair (U.S. Federal Government, 
2013). 

PSNS contracts out $200 million in work each year in services, but also contracts for 
additional workers for Navy-led projects in need of additional workforce. PSNS provides 
maintenance and repair work for five major Navy bases across the Pacific Rim—one each 
in Japan, San Diego, Everett, Bangor, and Guam. In 2012, payroll at PSNS was 
approximately $900 million, and is expected to grow significantly over next two years.  

The Coast Guard  

The Coast Guard operates six programs in Washington, including Maritime response, 
security and law enforcement, as well as defense operations and marine transportation 
system management. The organization owns and maintains 17 cutters, 95 boats, and three 
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aircraft statewide. In 2012, the Coast Guard performed 1,165 search and rescue 
operations. The Coast Guard also oversees safety inspections for all commercial fishing 
vessels as well as enforcing recreational boating laws. In 2012, the Coast Guard had nearly 
6,500 active duty, reserve, and civilian employees, and had a payroll  of $163 million in 
Washington. 

Maritime Government Contractors 

Examples of Washington-based Maritime government contractors include: 

 Safe Boats International, a leading manufacturer of aluminum hull high 
performance patrol boats with locations in Bremerton and Tacoma, successfully 
bid on contracts with the U.S. Navy and Defense Logistics worth more than $35 
million in 2012. The firm directly employs 350 shop floor workers engaged in 
welding, system integration, finishing, and other support activities, with another 
roughly 30 workers in engineering. 

 AMSEC is a wholly owned subsidiary of Huntington Ingalls Industries and is the 
largest builder for Puget Sound Naval Shipyard’s amphibious vehicles, destroyers, 
and submarines. The company has 300 employees in Bremerton.  

 QED Systems is a nationwide government contractor engaged in engineering and 
technical services. The company also has a logistics and planning arm which 
supports specialized development for navy contractors. QED is headquartered in 
Virginia, but operates a location in Port Orchard.  

Exhibit 36. Table of DOD Contract Spending by Agency, 2012 

 
Navy Coast Guard NOAA 

King  $3,107,563,000  $49,695,000  $30,997,000  

Pierce $31,939,000  $3,085,000  $18,000  

Kitsap $768,454,000  $11,196,000  $1,313,000  

Whatcom $7,423,000  $5,914,000  $267,000  

Snohomish $41,256,000  $1,235,000  $2,770,000  

Island $93,189,000  N/A $9,000  

Yakima $440,000  N/A N/A 

Spokane $4,318,000  $726,000  $51,000  

Total $4,054,584,000  $71,853,000  $35,429,000  

Source: Federal Procurement Data System- Next Generation (2013). 
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Exhibit 37. Statewide Personnel and Payroll by Agency 

 

Sources: Coast Guard; Navy Region Northwest 2009 Economic Impact Assessment. Navy 
payroll Includes retirees. Coast Guard includes active duty, reserve, and civilian employees. 

WORKFORCE ASSESSMENT 
Washington’s Maritime Cluster encompasses a broad swath of activities, both land- and sea-
based. Accordingly, the Maritime workforce, as defined for this study, comprises a wide diversity 
of occupations necessary to water-based transportation, ports and logistics, and Maritime-related 
manufacturing (seafood processing and boat building). Exhibit 38 maps some of the occupations 
in this study to the Maritime segments defined. Sea-faring positions contribute to the workforces 
of several Maritime segments. Boat building includes a variety of general manufacturing 
positions, such as Welders, Metal Fabricators, Electronics Installers, and Upholsterers. Military 
and Federal Operations employ a cross-section of Maritime occupations—both sea-based and 
industrial land-based. Exhibit 39 displays the typical educational requirements, on-the-job-
training needed to be competent, and work experience needed for each occupation.  

 

Corps Year 
Total 

Personnel Total Payroll 

Navy 2009 
                   

53,000 $2,936,277,766  

Coast Guard 2012 
                     

6,500  $163,000,000  
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Exhibit 38. Occupations by Maritime Segment 

Passenger Water 
Transportation 

Fishing and 
Seafood 

Processing 

Maritime Logistics 
and Shipping 

Military and 
Federal 

Operations 
Captains, Mates, and 
Pilots  

Captains, Mates, and 
Pilots 

Captains, Mates, and 
Pilots 

Captains, Mates, and 
Pilots 

Sailors and Marine 
Oilers 

Sailors and Marine 
Oilers 

Sailors and Marine 
Oilers 

Sailors and Marine 
Oilers 

Ship Engineers Ship Engineers Ship Engineers Ship Engineers 

Electricians Electricians Electricians Electricians 

Transportation Workers, 
All Other 

First-Line Supervisors 
Crane and Tower 
Operators 

Fish and Game 
Wardens 

 

Fishers 
Longshoremen (Material 
Moving Workers) 

Materials Engineers 

 

Fish Cutters 

 

Ship Fitters (Layout 
Workers) 

 

Machine Setters 
(Cutting) 

 

Riggers 

   Metal Fabricators 

   
Diesel Engine 
Specialists 

   Electronics Installers 

   Motorboat Mechanics 

    Ship and Boat 
Building, Repair, 
and Maintenance 

Maritime Support 
Services -- 

Engineering 

Maritime Support 
Services – 

Professional 

Maritime Support 
Services -- Other 

Materials Engineers 
Marine Engineers and 
Naval Architects 

Surveyors 
Drafters 
Logisticians  

Commercial Divers 
Dredge Operators 

Ship Fitters (Layout 
Workers) 

 

 

Civil Engineering 
Technicians 
Civil Engineers 

Riggers 
 

  Metal Fabricators 

   Diesel Engine 
Specialists 

   Electronics Installers 

   Motorboat Mechanics 

   Welders 

   Upholsterers 
Boilermakers 
Plumbers, Pipefitters, 
and Steamfitters 

   Source: Community Attributes, 2013.
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Exhibit 39. Maritime Occupations and Education, Work and Training Experience Required 

 
 Source: Bureau of Labor Statistics (2010).

 Occupation 
Typical education needed for 
entry 

Work 

experience in a 
related 
occupation 

Typical on-the-job training needed to attain 
competency in the occupation 

Fishers and Related Fishing Workers Less than high school None Moderate-term on-the-job training 

Meat, Poultry, and Fish Cutters and Trimmers Less than high school None Short-term on-the-job training 

Sailors and Marine Oilers Less than high school None Short-term on-the-job training 

Crane and Tower Operators Less than high school 1 to 5 years Long-term on-the-job training 

Material Moving Workers, All Other Less than high school None Short-term on-the-job training 

Hoist and Winch Operators Less than high school None Moderate-term on-the-job training 

Laborers and Freight, Stock, and Material Movers, Hand Less than high school None Short-term on-the-job training 
Electrical and Electronics Installers and Repairers, Transportation 
Equipment Postsecondary non-degree award None Long-term on-the-job training 

Surveying and Mapping Technicians High school diploma or equivalent None Moderate-term on-the-job training 

Fish and Game Wardens High school diploma or equivalent None Short-term on-the-job training 

First-Line Supervisors of Farming, Fishing, and Forestry Workers High school diploma or equivalent 1 to 5 years None 

Boilermakers High school diploma or equivalent None Apprenticeship 

Electricians High school diploma or equivalent None Apprenticeship 

Plumbers, Pipefitters, and Steamfitters High school diploma or equivalent None Apprenticeship 

Bus and Truck Mechanics and Diesel Engine Specialists High school diploma or equivalent None Long-term on-the-job training 

Motorboat Mechanics and Service Technicians High school diploma or equivalent None Long-term on-the-job training 

Riggers High school diploma or equivalent None Short-term on-the-job training 

Structural Metal Fabricators and Fitters High school diploma or equivalent None Moderate-term on-the-job training 

Welders, Cutters, Solderers, and Brazers High school diploma or equivalent 
Less than 1 
year Moderate-term on-the-job training 

Welding, Soldering, and Brazing Machine Setters, Operators, and Tenders High school diploma or equivalent None Moderate-term on-the-job training 

Layout Workers, Metal and Plastic High school diploma or equivalent None Moderate-term on-the-job training 

Upholsterers High school diploma or equivalent None Moderate-term on-the-job training 

Cutting and Slicing Machine Setters, Operators, and Tenders High school diploma or equivalent None Short-term on-the-job training 

Painters, Transportation Equipment High school diploma or equivalent None Moderate-term on-the-job training 

Transportation Workers, All Other High school diploma or equivalent None Short-term on-the-job training 

Drafters, All Other Associate's degree None None 

Civil Engineering Technicians Associate's degree None None 

Logisticians Bachelor's degree 1 to 5 years None 

Surveyors Bachelor's degree None None 

Civil Engineers Bachelor's degree None None 

Marine Engineers and Naval Architects Bachelor's degree None None 

Materials Engineers Bachelor's degree None None 

Engineers, All Other Bachelor's degree None None 

Captains, Mates, and Pilots of Water Vessels Bachelor's degree None None 

Ship Engineers Bachelor's degree None None 
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Competitive Occupations 

High concentrations of key Maritime occupations are indicative of Washington’s 
prominence as a center of Maritime activities (Exhibit 40). Coastal metro areas (Seattle, 
Bremerton, and Mount-Vernon-Anacortes) in the state have relatively high concentrations 
of employment in three key Maritime occupations: Ship Engineers, Sailors and Marine 
Oilers, and Captains, Mates and Pilots. Relative concentration is measured by location 
quotient which is based on a calculated ratio between the local economy and the economy 
of other MSAs. The U.S. concentration equals 1.0. Any figure above 1.0 demonstrates a 
specialization of the Industry in the local economy. Thus, Ship Engineers are nearly seven 
times more concentrated in the Seattle metro area than the U.S. average, ranking Seattle 
second among major coastal metro areas (behind Miami, FL). Seattle ranks highest for 
concentration in Captains, Mates and Pilots.  

Exhibit 41 displays concentration of Captains, Mates, and Pilots in absolute terms (by 
number of workers engaged in that occupation) and by location quotient. Seattle has the 
second highest concentration of Captains, Mates, and Pilots in terms of volume, and the 
highest concentration in terms of location quotient.  

Exhibit 40. Concentration of Selected Maritime Occupations (Location 
Quotient), Coastal Washington MSAs, 2012 

Source: U.S. Bureau of Labor Statistics, Occupational Employment Statistics (2012). 
Note: A metropolitan statistical area is defined by OMB as a geographical region with a 
relatively high population density at its core and close economic ties throughout the 
area. Snohomish and Pierce counties are included in the Seattle MSA, Bremerton 
includes Kitsap County, and Mt. Vernon-Anacortes includes Skagit County.  
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Exhibit 41. Volume and Relative Concentration of Captains, Mates, and 
Pilots (Location Quotient), Select MSAs, 2012 

 

 

Source: U.S. Bureau of Labor Statistics, Occupational Employment Statistics (2012).  
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Worker Profile 
Overall, Maritime workers in Washington are more educated than their counterparts 
nation-wide. Exhibit 42 summarizes the distribution of educational attainment for select 
Maritime industries in both Washington and the nation. The comparison indicates that 
the proportion of Maritime Industry employees in Washington State with Some 
College/Associates Degree is approximately 13 percentage points higher than the national 
average (43% in Washington versus 30% nationally). Conversely, the proportion of 
employees with a high school degree or less is lower than the national average.  

Exhibit 42. Educational Attainment of Select Maritime Occupations, 
Washington and U.S., 2010 

 

Source: American Community Survey (2010). 
Note: Includes sailors, marine oilers, ship engineers, ship and boat captains and operators. 
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The Maritime workforce is predominately male (90% in Washington). Exhibit 43 
summarizes the distribution of educational attainment by gender in Washington for 
Maritime-related occupations. Female Maritime employees in Washington make up a 
relatively small percentage of all Maritime employees, but they are represented in 
increasingly higher proportions at higher levels of educational attainment, especially when 
compared to the U.S. (Exhibit 44). For example, 16% of Maritime Industry employees 
with a Graduate/Professional Degree are female compared with just 4% of workers that 
are high school graduates. 
 

Exhibit 43. Educational Attainment of Select Maritime Occupations by 
Gender, Washington State, 2010 

 
Source: American Community Survey (2010). 
Note: Includes sailors, marine oilers, ship engineers, ship and boat captains and operators. 
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Exhibit 44. Educational Attainment of Select Maritime Occupations by Gender, 
U.S., 2010 

 

 
Source: American Community Survey (2010). Note: Includes sailors, marine oilers, ship engineers, 
ship and boat captains and operators. 
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The data suggest that an aging workforce is apparent in the cluster. More than a third of 
workers in the cluster are over 50 years of age. Additionally, Washington’s Maritime 
workforce is generally older relative to the U.S. average (Exhibit 45). For example, 45% 
of Maritime workers nationally are between 16 and 39 years old, while in Washington the 
same age group represents 35% of Maritime workers. Washington has a higher percentage 
of Maritime workers between the ages of 40 to 69 than does the U.S. as a whole.  

Exhibit 45. Age of Select Maritime Workers, Washington State and US, 
2010 

 
Source: American Community Survey (2010). 
Note: Includes sailors, marine oilers, ship engineers, ship and boat captains and operators. 
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Wages by Occupation 
Many of the Maritime occupations in Washington offer salaries close to or greater than 
the state median wage ($51,000 in 2012). The highest paid Maritime occupations included 
in this study are Marine Engineers and Materials Engineers. Lower wage jobs include Fish 
Cutters, Upholsterers and Machine Setters (Cutting and Slicing) (Exhibit 46). 

Exhibit 46. Median and top 10% Annual Wage for Select Maritime 
Occupations, Washington State, 2012 

 
Source: Bureau of Labor Statistics, 2012.  
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Occupation Spotlight: Longshoremen 
Represented by the International Longshore and Warehouse Union, approximately 42,000 
members in 60 unions are employed across the states of Oregon, California, Hawaii, 
Alaska, and Washington. Begun in 1934 by Harry Bridges in San Francisco, the union 
employs longshoremen who are responsible for loading and unloading international cargo 
that comes to the West Coast of the U.S. via shipping container. Longshoremen are 
employed by the Pacific Maritime Association, who negotiates the labor contract between 
the workers and the terminal operators.  

Longshoremen illustrate the difficulty in accounting for impacts within the Maritime 
sector based on industry and occupational codes. For example, according to the Pacific 
Maritime Association, the average full-time wage for a fully registered worker can reach 
$132,946 a year for a longshore worker, and $206,675 for a foreman. These wages are 
higher than the wage reported for even the top 10% of workers according to the Bureau 
of Labor Statistics in Washington State. BLS reports that, not including benefits, the top 
10% of Hoist and Winch Operators make $78,000 annually (Exhibit 46), while the top 
10% of Laborers and Freight, Stock, and Material Movers, Hand make $47,000 
(Appendix J). Pacific Maritime Association delineates skill rates based on experience, and 
by type of worker (longshore, clerk, and foreman), none of which are reported directly by 
BLS.  

In this study, longshoremen are included in the NAICS code 488320 Marine Cargo 
Handling, reflected in the subsector of Maritime Logistics and Shipping. In 2012, 
Washington Employment Security Department reported 4,314 workers in Washington. 
According to the Bureau of Labor Statistics, the occupation of longshoremen is reflected 
in two occupational codes, Hoist and Winch Operators, and Laborers and Freight, Stock, 
and Material Movers, Hand. 
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Educational and Training 
The Maritime occupations included in this study reflect a wide range of jobs, but are 
predominantly low- or semi-skilled jobs that require on-job-training and/or certification 
and endorsements rather than traditional higher education. The Maritime industry is 
highly regulated, and career pathways for seamen are largely determined by the Coast 
Guard. Exhibit 47 shows a list of educational programs available at colleges and 
universities. Most of these are available in Washington State, and students may leverage 
many other degrees to transfer skills into a Maritime career.  

Exhibit 47. Accredited Educational Programs Associated with Maritime 
Occupations 

Major 

Agricultural and Food Products Processing 
Aquaculture 
Autobody/Collision and Repair Technology/Technician 
Automobile/Automotive Mechanics Technology/Technician 
Commercial Fishing 
Construction/Heavy Equipment/Earthmoving Equipment Operation 
Diesel Mechanics Technology/Technician 
Diver, Professional and Instructor 
Electrician 
Fishing and Fisheries Sciences and Management 
Forest Resources Production and Management 
Machine Tool Technology/Machinist 
Marine Maintenance/Fitter and Ship Repair Technology 
Marine Science/Merchant Marine Officer 
Materials Engineering 
Medium/Heavy Vehicle and Truck Technology/Technician 
Metal Fabricator 
Metallurgical Engineering 
Mobil Crane Operation/Operator 
Natural Resource Economics 
Natural Resources Law Enforcement and Protective Services 
Naval Architecture and Marine Engineering 
Polymer/Plastics Engineering 
Small Engine Mechanics and Repair Technology/Technician 
Surveying Technology/Surveying 
Upholstery/Upholsterer 
Welding Engineering Technology/Technician 
Welding Technology/Welder 
Wildlife, Fish and Wildlands Science and Management 

Source: Integrated Postsecondary Education Data System 
(IPEDS) from the National Center for Education Statistics 
(2012); Community Attributes. 

Other specialized Maritime training programs exist in Washington. Several private training 
institutions in the state offer certification and licensing programs for sailors and 
deckhands that are accredited by the Coast Guard instead of the Council of Higher 
Education, as shown in Exhibit 48. These include the Maritime Institute of Technology 
and Graduate Studies, Crawford Nautical School and Compass Courses. There are also 
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programs for career changers and K-12 students that contribute to the pipeline of 
available workers in Washington’s Maritime sector. 

Exhibit 48. Maritime Workforce Training Programs, Washington State 

Institution Program 

Ballard Maritime Academy Maritime training programs 

Bates Technical College Boat Building 

Clatsup Community College Maritime training, certification and licensing 
programs 

Compass Courses Maritime Training Maritime training, certification and licensing 
programs 

Crawford Nautical School Maritime training, certification and licensing 
programs 

Flagship Maritime Training Center Maritime training, certification and licensing 
programs 

Fremont Maritime Services Maritime safety training programs 

Fryar’s Maritime Service Maritime training, certification and licensing 
programs 

Lake Washington Institute of Technology Motorcycle, Marine and Power Service Technology 

Maritime Training Services General 

Northwest School of Wooden Boat Building Boat Building 

NPFVOA Vessel Safety Program 

Olympic College Manufacturing, Welding 

Pacific Maritime Institute Maritime training, certification and licensing 
programs 

Renton Technical College Welding 

Seattle Central Community College Maritime training, certification and licensing 
programs 

Seattle Maritime Academy Maritime training, certification and licensing 
programs 

Skagit Valley College The Northwest Center of Excellence for Marine 
Manufacturing and Technology 

Sno-Isle Tech Skills Center Diesel Power Tech, Welding 

South Seattle Community College Welding 

The Anchor Program Maritime training, certification and licensing 
programs 

University of Washington School of Aquatic and Fishery Sciences 

University of Washington School of Marine Affairs 

U.S. Maritime Academy Maritime training, certification and licensing 
programs 

Washington State Patrol Fire Training Academy Marine Firefighter Training 

Youth Maritime Training Associations K-12 programs to promote Maritime careers 

Zenith Maritime Maritime training, certification and licensing 
programs 

Source: Workforce Development Council of Seattle-King County, Community Attributes (2013).
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Occupational Demand Outlook 
The overall employment outlook for Maritime occupations is strong with most of the 
fields included in this study expected to expand between 2016 and 2021, as illustrated in 
Appendix F. The Washington State Employment Security Department (ESD) predicts 
the highest number of predicted openings from 2016-2021 for Meat and Fish Cutters, 
Sailors and Marine Oilers, and Fishers. Even in occupations where growth is expected to 
be flat or declining, job openings are predicted due to the aging workforce and the need 
to replace retiring workers.  

Talent Pipeline 
The Talent Pipeline model, as conceptualized by the Workforce Development Council of 
Seattle-King County, compares the supply of workers available with the demand for 
workers predicted for each occupation. The model defines supply as unemployment 
claimants for the occupation plus annual completions from accredited higher education 
programs associated with the occupation. It captures demand as average annual openings 
(as reported in the ESD occupation forecast for Washington State). It then allocates a 
certain percentage of both supply and demand to the pre-defined cluster (Appendix G; 
Appendix L displays the percentage of employment of all suitable Maritime occupations 
by industry NAICS). For this study, the model includes occupations in the Maritime 
Cluster throughout Washington State, a summary of which is shown in Exhibit 49 18.  

The results of the model indicate that potential supply is generally sufficient to meet 
demand for low- and semi- skilled entry level workers in the Maritime industry, with 
three exceptions:  

 Laborers and Freight, Stock, and Material Movers, Hand19 

 Meat, Poultry, and Fish Cutters and Trimmers 

 Sailors and Marine Oilers 

 College-educated Maritime workers are in short supply, however, and will not meet the 
demand for Captains, Mates and Pilots, Ship Engineers, and Marine Engineers and Naval 
Architects unless local institutions of higher education expand their Maritime programs 
and offerings. 

Supply exceeds demand for many occupations for low- and semi- skilled entry level 
workers, largely driven by high numbers of graduates and not by unemployment claims. 
For example, in 2012 3,099 graduates were reported for programs which are related to 
the occupation of Electrical and Electronics Installers and Repairers, Transportation 
Equipment. The model allocates 34% of these workers to our designated Maritime 

                                                 
 

18 Other occupations considered but not included in Exhibit 49 are included in Appendix J. 
19 According to BLS, longshoremen are reflected in this occupation and Hoist and Winch operators. 
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Cluster (see Appendix G for definition), but even then, supply is 1,042 graduates (there 
were no unemployment claims for this occupation).  

In order to understand which components of the model are driving the final supply and 
demand for these occupations, Appendix H and Appendix I contain the data for both 
supply and demand, respectively. Appendix J also contains talent pipeline results for all 
occupations suitable for Maritime, while Exhibit 49 contains selected results. Appendix 
K breaks out employment by percentage for each occupation by two-digit industry code. 
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Exhibit 49. Annual Maritime Workforce Supply and Demand by Educational 
Attainment, Select Occupations, Washington 2016-2021  

 
 

Source: Washington State ESD, 10 year Occupational Employment Projections (2012); ESD 
Unemployment Claims (2013); IPEDS (2012); Community Attributes (2013). 

  

Education Occupation Demand Supply Gap

Less than high school Meat, Poultry, and Fish Cutters and Trimmers 173        119        (54)

Sailors and Marine Oilers 140        100        (40)

Fishers and Related Fishing Workers 123        396        273

Laborers and Freight, Stock, and Material Movers, Hand 117        43          (74)

Crane and Tower Operators 24          319        295

Material Moving Workers, All Other 12          25          13

Hoist and Winch Operators 5            55          50

Postsecondary non-degree award Electrical and Electronics Installers and Repairers, Transportation Equipment 4            1,042     1,038

High school diploma or equivalent Welders, Cutters, Solderers, and Brazers 35          269        234

Electricians 15          36          21

Plumbers, Pipefitters, and Steamfitters 14          27          13

Bus and Truck Mechanics and Diesel Engine Specialists 14          27          13

Transportation Workers, All Other 13          9            (4)

Riggers 13          21          8

Layout Workers, Metal and Plastic 9            1,184     1,175

Cutting and Slicing Machine Setters, Operators, and Tenders 7            4            (3)

Structural Metal Fabricators and Fitters 7            17          10

First-Line Supervisors of Farming, Fishing, and Forestry Workers 5            65          60

Upholsterers 4            17          13

Painters, Transportation Equipment 3            95          92

Motorboat Operators 3            -        (3)

Fish and Game Wardens 3            307        304

Motorboat Mechanics and Service Technicians 2            6            4

Boilermakers 1            9            8

Surveying and Mapping Technicians 1            2            1

Welding, Soldering, and Brazing Machine Setters, Operators, and Tenders 1            5            4

Associate's degree Civil Engineering Technicians 7            12          5

Construction Managers 2            174        172

Drafters, All Other 2            143        141

Bachelor's degree Captains, Mates, and Pilots of Water Vessels 108        59          (49)

Ship Engineers 57          39          (18)

Civil Engineers 39          113        74

Marine Engineers and Naval Architects 9            7            (2)

Engineers, All Other 5            9            4

Logisticians 4            19          15

Materials Engineers 1            6            5

Surveyors 1            2            1
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SUMMARY 
The Maritime industry is an engine of economic prosperity and growth in Washington 
State. In 2012, the cluster directly employed 57,700 workers across five major subsectors 
and paid out wages of $4.1 billion. Maritime firms directly generated more than $15.2 
billion in business revenues and remitted $79.5 million state tax revenues.  Indirect and 
induced Maritime jobs account for another 90,000 jobs, for a total impact of 148,000 
Washington jobs. Additionally, the direct contribution of Maritime’s $15.2 billion in 
gross business income generates another $14.8 billion in induced and indirect output, for 
a total contribution effect of nearly $30 billion to Washington’s economy.  

Maritime firms innovate, export their goods and services to other parts of the U.S. and 
globally, and drive economic growth. The cluster represents a deep network of activities 
that extend across manufacturing, services, and the federal and state governments. 
Activities in the cluster include: 

 Passenger Water Transportation, which includes state ferry operations, 
recreational tours, private ferries, and the private cruise industry;  

 Ship and Boat Building, Maintenance, and Repair, which includes construction of 
commercial and recreational vessels, repair and overhaul, and maintenance; 

 Maritime Logistics and Shipping, which includes Port and Harbor operations, 
their subcontractors, cold storage, and freight logistics firms; 

 Fishing and Seafood Products, which includes commercial and recreational 
fishing, aquaculture, and processing and distribution of seafood; 

 Maritime Support Services, which includes technical services like construction 
and environmental, parts and electronics suppliers, boat dealers, marinas, and 
professional services such as attorneys and accountants as well as NOAA and the 
Army Corps of Engineers; and 

 Military and Federal Operations, which includes research, defense, and 
environmental mitigation activities of the Navy, the U.S. Coast Guard. 

Statewide, for every direct job in Maritime an additional 1.6 jobs were supported 
elsewhere in the state economy. Likewise, every million dollars of sales by Maritime 
firms supported almost 10 jobs throughout the state economy. Fishing and seafood 
processing alone supports—via direct, indirect, and induced impacts—44,353 jobs across 
the state paying $2.9 billion in wages and benefits and business revenues of $13.3 billion. 
Maritime Logistics and Shipping supported $7.2 billion in sales across the state, while 
Ship and Boat Building, Maintenance, and Repair supported over $4.0 billion in sales. 
The federal government is also a major player in the economic vitality of the Maritime 
Cluster in Washington. Puget Sound Naval Shipyard alone generates $150 million in 
technical services work, while the Navy and Coast Guard both procure Maritime 
hardware, such as patrol boats, from Washington State businesses. 

The Maritime Cluster reaches all of Washington State. While there are large 
concentrations of firms and activities in King, Snohomish, Kitsap, Pierce, Skagi t, Grays 
Harbor, and Whatcom counties, the Maritime Cluster reaches as far east as Spokane and 
south to Vancouver, Washington. While Eastern Washington does not have direct access 
to the ocean and/or Puget Sound, there are a variety of activities along the Snake and 
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Columbia Rivers and inland either directly engaged in or in support of Maritime 
Logistics and Shipping and boat manufacturing. In 2012, an estimated 139 such Maritime 
establishments employing more than 2,200 workers were located across eighteen of the 
twenty counties that constitute Eastern Washington. 

Unlike many other sectors, workers in Maritime can work their way up from an entry-
level position to management in the same company in many cases. Because some 
workers have traditionally stayed with a single company or job function for generations, 
retention and maintenance of existing workforce is crucial. Recruiting and maintaining 
talent is difficult for many sectors in the Maritime Cluster. Maritime leaders perceive a 
need to improve knowledge of the industry among the general public and the economic 
opportunities which exist in Maritime. 
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APPENDIX A. MARITIME CLUSTER ECONOMIC IMPACT STUDY 

PARTICIPANTS 
The following individuals provided valuable feedback towards gaining a robust 
understanding of Maritime Cluster dynamics, opportunities and challenges.  

Affiliation Contact Title 
All Ocean Services Jim R. Geissinger Technical Services Manager 

AMSEC Mark Kipps Regional Manager 

Andrew Furuseth School of 
Seamanship 

Berit Eriksson Workforce Development Director 

Art Anderson Associates Ben Anderson Naval Architect and Project Manager 

Ballard Oil Warren Aakervik Owner 

Bering Sea Crabbers Mark Gleason Executive Director 

City Ice Cold Storage Inc. Kim Suelzle President 

Foss Maritime Company Scott Merritt Senior Vice President of Operations 

Go2Marine Hal Cook President 

ILWU Local 21 Jake Whiteside President 

Kvichak Marine Industries Brian Thomas Owner 

National Marine Trade Association Peter Schrappen Director of Government Relations 

Navy Region Northwest Joe Overton Internal Relations Manager 

NOAA Carl Lian & Erin 
Steiner  

Economist, Economist 

Ocean Beauty Seafoods Tom Sunderland Vice President of Marketing and 
Communications 

Pacific Merchant Shipping 
Association 

Captain Mike Moore Vice President 

Philips Publishing Group Peter Philips President 

Port of Seattle Linda Styrk Managing Director, Seaport Division 

Port of Tacoma Larry Kvidera   

Puget Sound Naval Shipyard Richard Tift Executive Director 

QED Systems David Jack Northwest Area Manager 

Recreational Boating Association 
of Washington 

Doug Levy & Robert 
Razenbach 

Lobbyist, 1st Vice President  

SAFE Boats International John McConnell Engineering Manager 

Seattle CC Maritime Academy Malcolm Groethe Associate Vice Chancellor 

Tidewater Bruce Reed Vice President & COO 

Transportation Institute Richard Berkowitz  Director 

Trident Seafoods John Van 
Amerongen & Brant 
Rigby 

Director of Communications, Vice President 
Human Resources 

U.S. Army Corps of Engineers Patricia Graesser Public Affairs Supervisor 

U.S. Coast Guard Timi Vann Western Regional Collaboration Coordinator 

Vigor Industrial Fred Kiga & Grant 
Fosheim 

Senior VP of Government Affairs, Sales & 
Marketing Associate 

Washington Department of Fish 
and Wildlife 

Carol Turcotte, 
Peter Vernie 

Public Affairs 
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APPENDIX B. IMPUTATION & COMMERCIAL FISHING 

METHODOLOGY 
Method #1: Estimates were derived by subtracting the sum of all the six-digit NAICS 
from the total reported for a five digit NAICS.  

Method #2: Where a single year’s value was suppressed or missing, averages of the 
previous and subsequent years were used as an estimate.  

Method #3: Where more than two values from consecutive years were suppressed or 
missing, the proportion of the contribution of the missing six digit NAICS to the five 
digit NAICS total reported was determined. The average of the previous and subsequent 
reported years were then averaged and multiplied to the missing year’s five digit NAICS 
total to arrive at an estimate. If two values for the previous and subsequent years did not 
exist (for example the missing data began with the first year of reported data), the 
subsequent reported year’s proportional contribution was multiplied to the missing year’s 
five digit NAICS total to arrive at an estimate. 

Method #4: Missing values are imputed by calculating slope between two existing values.  

Fishing and Seafood Processing Methodology 

Obtaining statewide Fishing and Seafood Processing counts is a complex endeavor. First, 
traditional employment counts from the Bureau of Labor Statistics include only that 
employment which is covered by unemployment insurance. While some commercial 
fishing operations are large enough to be included in this category, many boats are small 
and rely on seasonal and temporary workers who are paid in a share of the final catch 
rather than a salary. Second, these data also exclude sole-proprietorships, which 
comprise a significant proportion of Fishing and Seafood Processing businesses.  

This report sums Fishing and Seafood Processing firm employment numbers two ways. 
First, the study reports number of firms which are eligible for unemployment insurance 
as reported to the Bureau of Labor Statistics. Then, the report supplements this estimate 
with the number of non-employer firms engaged in Fishing and Seafood Processing 
activities, from the U.S. Census Bureau. 
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APPENDIX C. LIST OF NAICS CODES AND SUBSECTOR ASSIGNED 
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336611 Ship building and repairing Boat Building, Repair, and Maintenance 

 336612 Boat building Boat Building, Repair, and Maintenance 
 112511 Finfish farming and fish hatcheries Fishing and Seafood Processing 

 112512 Shellfish farming Fishing and Seafood Processing 

 114111 Finfish fishing Fishing and Seafood Processing 

 114112 Shellfish fishing Fishing and Seafood Processing 

 

311710 
Seafood product preparation and 
packaging 

Fishing and Seafood Processing 

 311711 Older: seafood canning Fishing and Seafood Processing 

 

311712 
Older: Fresh and frozen seafood 
processing 

Fishing and Seafood Processing 

 424460 Fish and seafood merchant wholesalers Fishing and Seafood Processing 

 445220 Fish and seafood markets Fishing and Seafood Processing 

 483111 Deep sea freight transportation Maritime Logistics and Shipping 

 483113 Coastal and great lakes freight transport. Maritime Logistics and Shipping 

 483211 Inland water freight transportation Maritime Logistics and Shipping 

 488210 Support activities for rail transportation Maritime Logistics and Shipping 

 488310 Port and harbor operations Maritime Logistics and Shipping 

 488320 Marine cargo handling Maritime Logistics and Shipping 

 488330 Navigational services to shipping Maritime Logistics and Shipping 

 488510 Freight transportation arrangement Maritime Logistics and Shipping 

 493120 Refrigerated warehousing and storage Maritime Logistics and Shipping 

 

483114 
Coastal and great lakes passenger 
transport. 

Passenger Water Transportation 

 483212 Inland water passenger transportation Passenger Water Transportation 

 483112 Deep sea passenger transportation Passenger Water Transportation 

 

487210 
Scenic and sightseeing transportation, 
water 

Passenger Water Transportation 

 

488390 
Other support activities for water 
transport. 

Passenger Water Transportation 

 441222 Boat dealers Maritime Support Services 

 713930 Marinas Maritime Support Services 
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APPENDIX D. ECONOMIC AND FISCAL IMPACT ANALYSIS 
The primary tool for estimating the broader impacts of Maritime industries in 
Washington State was the Washington State Input-Output (I-O) Model for year 2007, 
published in 2012. The model provides a data-rich rendering of the state economy across 
52 sectors. The transactions table, which underpins the I-O model, provides estimates of 
intermediate purchases, sales, and final demand across all modeled sectors. The complex 
analysis of the model, published online by the Washington State Office of Financial 
Management, allows analysts to model the impacts of economic activities when output, 
labor, wages, and first round direct purchases/requirements are known. 

In order to best utilize the I-O for Maritime impact analysis, Community Attributes Inc. 
reconstructed the I-O model from the transactions table, with separate models for total 
impacts and for only direct and indirect effects to account for the extent to which 
impacts are linked with these effects versus those of household labor income 
expenditures (induced effects). 

Because the Washington State I-O Model does not include government activities other 
than Puget Sound Naval Shipyard, NOAA and Army Corps of Engineers activities were 
excluded from Washington State I-O estimates. Instead, for these activities an IMPLAN 
model was used to arrive at multiplier effects and integrated into overall indirect and 
induced effects. 

A fuller discussion of the calculations underpinning the construction of an input -output 
model can be found on pages 13-14 of Beyers and Lin (2012). 

To arrive at state fiscal impacts, the direct and effective rates for business & occupation 
taxes (B&O), use and utility fees and other taxes, and sales tax were first calculated. Tax 
rates are characterized as “effective” because they represent the ratio of state fiscal 
revenues per category of taxation as a share of gross business income (GBI), since 
modeled impacts are for gross sales and cannot be further segmented by B&O and other 
activities. For example, in 2012 primary metal manufacturers (NAICS 331) generated 
$2.8 billion in gross business income in Washington State and paid $8.2 million in B&O 
tax and $20.3 million in other state taxes, resulting in effective B&O and use and related 
rates of 0.29% and 0.71% (as a percentage of GBI).  

For each sector in which the 2012 Washington State Input-Output Model generated 
output estimates, effective rates were calculated and then applied to net Maritime-
supported output by sector. Estimated effective rates for the sectors included in the 2007 
Washington State Input-Output Model are presented below in Appendix E. 
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APPENDIX E. EFFECTIVE TAX RATES BY SECTOR, 2012 

Industry Sector B&O Sales Tax 
Other 
Taxes 

Crop Production 0.0023 0.0047 0.0012 
Animal Production 0.0025 0.0009 0.0013 
Forestry and Logging 0.0029 0.0017 0.0008 
Fishing, Hunting, and Trapping 0.0010 0.0003 0.0015 
Mining 0.0035 0.0059 0.0027 
Electric Utilities 0.0006 0.0002 0.0328 
Gas Utilities 0.0008 0.0006 0.0266 
Other Utilities 0.0065 0.0010 0.0210 
Highway, Street, and Bridge Construction 0.0029 0.0117 0.0017 
Other Construction 0.0027 0.0188 0.0005 
Food, Beverage and Tobacco Manufacturing 0.0018 0.0024 0.0009 
Textiles and Apparel Mills 0.0023 0.0033 0.0001 
Wood Product Manufacturing 0.0024 0.0013 0.0007 
Paper Manufacturing 0.0019 0.0003 0.0006 
Printing and Related Activities 0.0029 0.0142 0.0002 
Petroleum and Coal Products Manufacturing 0.0023 0.0001 0.0031 
Chemical Manufacturing 0.0025 0.0011 0.0007 
Nonmetallic Mineral Products Manufacturing 0.0030 0.0047 0.0005 
Primary Metal Manufacturing 0.0029 0.0002 0.0005 
Fabricated Metals Manufacturing 0.0028 0.0018 0.0003 
Machinery Manufacturing 0.0023 0.0012 0.0003 
Computer and Electronic Product Manufacturing 0.0022 0.0015 0.0005 
Electrical Equipment Manufacturing 0.0018 0.0006 0.0003 
Aircraft and Parts Manufacturing 0.0027 0.0000 0.0005 
Ship and Boat Building 0.0026 0.0023 0.0003 
Other Transportation Equipment Manufacturing 0.0023 0.0019 0.0001 
Furniture Product Manufacturing 0.0028 0.0075 0.0001 
Other Manufacturing 0.0025 0.0017 0.0003 
Wholesale 0.0030 0.0057 0.0002 
Non-Store Retail 0.0021 0.0134 0.0008 
Other Retail 0.0020 0.0129 0.0010 
Air Transportation 0.0010 0.0012 0.0261 
Water Transportation 0.0006 0.0013 0.0035 
Truck Transportation 0.0011 0.0006 0.0042 
Other Transportation/Postal Offices 0.0023 0.0023 0.0140 
Support Activities for Storage, Transportation and Warehousing 0.0037 0.0039 0.0018 
Software Publishers & Data Processing & related services 0.0052 0.0062 0.0005 
Telecommunications 0.0054 0.0189 0.0009 
Other Information 0.0070 0.0050 0.0022 
52-53 0.0089 0.0056 0.0003 
Legal /Accounting and Bookkeeping /Management Services 0.0119 0.0023 0.0003 
Architectural, Engineering, and Computing Services 0.0068 0.0033 0.0006 
Educational Services 0.0057 0.0057 0.0050 
Ambulatory Health Care Services 0.0137 0.0003 0.0003 
Hospitals 0.0106 0.0005 0.0016 
Nursing and Residential Care Facilities, Social Assistance 0.0093 0.0025 0.0024 
Arts, Recreation, and Accommodation 0.0040 0.0246 0.0004 
Food Services and Drinking Places 0.0020 0.0220 0.0002 
Administrative/Employment Support Services 0.0076 0.0080 0.0004 
Waste Management/Other, and Agriculture Services 0.0055 0.0136 0.0021 

Sources: Community Attributes Inc.; Washington State Department of Revenue
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APPENDIX F: WA STATE OCCUPATIONAL GROWTH PROJECTIONS, SELECTED OCCUPATIONS 

SUITABLE FOR MARITIME, 2011 – 2021 

 

Source: Washington State ESD, 10 year Occupational Employment Projections (2012); ESD Unemployment Claims (2013); IPEDS 
(2012); Community Attributes (2013).

Education Occupation 2011 2016 2021

  Average 

annual 

growth rate 

2011-2016

  Average 

annual 

growth rate 

2016-2021

Openings, 

2016-2021

Less than high 

school Laborers and Freight, Stock, and Material Movers, Hand 38,263     38,794        40,280     2.28% 1.23% 1,486             

Meat, Poultry, and Fish Cutters and Trimmers 5,750       5,628          5,836       2.05% 1.60% 208                

Sailors and Marine Oilers 2,282       2,371          2,446       1.68% 0.81% 75                  

Crane and Tower Operators 1,479       1,499          1,555       2.19% 0.78% 56                  

Material Moving Workers, All Other 903          886             920          1.92% 0.89% 34                  

Hoist and Winch Operators 146          144             150          1.72% 0.74% 6                   

Fishers and Related Fishing Workers 5,399       5,621          5,590       -0.20% -0.25% (31)                 

Postsecondary 

non-degree 

award Electrical and Electronics Installers and Repairers, 

Transportation Equipment 459          471             472          0.69% -0.08% 1                   

High school 

diploma or 

equivalent Electricians 14,185     14,070        14,919     3.49% 1.55% 849                

Plumbers, Pipefitters, and Steamfitters 8,547       8,495          8,963       3.23% 1.37% 468                

Welders, Cutters, Solderers, and Brazers 6,116       6,387          6,805       3.80% 1.77% 418                

Bus and Truck Mechanics and Diesel Engine 

Specialists 6,519       6,606          6,713       0.91% 0.42% 107                

Structural Metal Fabricators and Fitters 1,207       1,259          1,363       4.27% 1.86% 104                

Surveying and Mapping Technicians 1,180       1,169          1,230       1.77% 0.87% 61                  

Welding, Soldering, and Brazing Machine Setters, 

Operators, and Tenders 556          588             631          3.92% 1.64% 43                  

Transportation Workers, All Other 894          912             953          2.43% 1.16% 41                  

Boilermakers 367          374             408          4.94% 1.90% 34                  

First-Line Supervisors of Farming, Fishing, and Forestry 

Workers 3,896       4,021          4,044       0.37% 0.42% 23                  

Riggers 803          799             815          1.40% 0.78% 16                  

Motorboat Mechanics and Service Technicians 547          557             571          1.21% 0.58% 14                  

Cutting and Slicing Machine Setters, Operators, and 

Tenders 1,393       1,278          1,292       -0.25% 0.30% 14                  

Layout Workers, Metal and Plastic 695          730             742          1.37% 0.19% 12                  

Painters, Transportation Equipment 1,728       1,804          1,813       0.50% -0.54% 9                   

Fish and Game Wardens 118          117             118          0.00% 0.17% 1                   

Upholsterers 802          810             810          0.22% -0.30% -                 

Associate's Civil Engineering Technicians 2,344       2,324          2,374       0.62% 0.25% 50                  

Drafters, All Other 751          760             804          3.06% 1.47% 44                  

Bachelor's Civil Engineers 13,555     13,391        14,052     1.92% 1.13% 661                

Engineers, All Other 3,912       4,001          4,147       2.15% 1.07% 146                

Logisticians 6,534       6,839          6,974       1.17% -0.12% 135                

Captains, Mates, and Pilots of Water Vessels 1,828       1,939          2,030       2.68% 1.37% 91                  

Materials Engineers 1,118       1,188          1,268       3.74% 1.92% 80                  

Surveyors 1,050       1,030          1,087       1.84% 0.82% 57                  

Ship Engineers 824          865             901          2.27% 1.23% 36                  

Marine Engineers and Naval Architects 669          668             696          1.62% 0.68% 28                  
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APPENDIX G: TALENT PIPELINE MARITIME NAICS DEFINITION 

NAICS Code NAICS Definition 

1140 Fishing & Hunting 

3117 Seafood product preparation and packaging 
3366 Ship and boat building 

4831 Sea, coastal, and Great Lakes transportation 

4872 Scenic and sightseeing transportation, water 

4883 Support activities for water transportation 

4832 Inland water transportation 
9991 Federal Govt* 
9992 State government other* 
9993 Local government other* 

*To more accurately assess how many workers to include in government employment, 
Community Attributes estimated how much a particular occupation was employed by  
government by occupation title, and then used that percentage to determine the percent of 
occupation in Maritime. 
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APPENDIX H: TALENT PIPELINE SUPPLY  

 

Source: Washington State ESD, 10 year Occupational Employment Projections (2012); ESD 
Unemployment Claims (2013); IPEDS (2012); Community Attributes (2013). Note: Allocation 
refers to multiplying raw data by the “percent in cluster” (the first column). Adjustment  refers to 
adjusting raw data for unemployment forecasts, for unemployment claims, and to distribution of 
completions by demand of occupation, for completions.

Occupation

 % of 

Occupation 

in Maritime 

 Allocated, 

Adjusted 

Completions 

 Allocated, 

Adjusted UI 

Claims 

 Total 

Supply 

Construction Managers 1% 171                  3                     174          

Managers, All Other 2% 1,764               19                   1,783      

Logisticians 3% 17                     2                     19            

Surveyors 2% 1                       1                     2               

Civil Engineers 8% 107                  6                     113          

Marine Engineers and Naval Architects 39% -                   7                     7               

Materials Engineers 2% 6                       -                 6               

Engineers, All Other 3% 7                       2                     9               

Drafters, All Other 7% 141                  2                     143          

Civil Engineering Technicians 12% 11                     1                     12            

Surveying and Mapping Technicians 2% 1                       1                     2               

Fish and Game Wardens 100% 307                  -                 307          

First-Line Supervisors of Farming, Fishing, and Forestry Workers 4% 64                     1                     65            

Fishers and Related Fishing Workers 91% 110                  286                 396          

Boilermakers 5% -                   9                     9               

Electricians 2% 14                     22                   36            

Plumbers, Pipefitters, and Steamfitters 3% -                   27                   27            

Electrical and Electronics Installers and Repairers, Transportation Equipment 34% 1,042               -                 1,042      

Bus and Truck Mechanics and Diesel Engine Specialists 7% 19                     8                     27            

Motorboat Mechanics and Service Technicians 13% 4                       2                     6               

Commercial Divers 1% 1                       -                 1               

Riggers 54% -                   21                   21            

Structural Metal Fabricators and Fitters 12% 9                       8                     17            

Meat, Poultry, and Fish Cutters and Trimmers 58% -                   119                 119          

Welders, Cutters, Solderers, and Brazers 10% 205                  64                   269          

Welding, Soldering, and Brazing Machine Setters, Operators, and Tenders 2% 4                       1                     5               

Layout Workers, Metal and Plastic 58% 1,177               7                     1,184      

Upholsterers 21% 15                     2                     17            

Cutters and Trimmers, Hand 0% -                   -                 -           

Cutting and Slicing Machine Setters, Operators, and Tenders 21% -                   4                     4               

Painters, Transportation Equipment 11% 86                     9                     95            

Sailors and Marine Oilers 96% -                   100                 100          

Captains, Mates, and Pilots of Water Vessels 91% 22                     37                   59            

Motorboat Operators 100% -                   -                 -           

Ship Engineers 97% 12                     27                   39            

Bridge and Lock Tenders 94% -                   -                 -           

Transportation Workers, All Other 31% -                   9                     9               

Crane and Tower Operators 40% 283                  36                   319          

Dredge Operators 6% 1                       -                 1               

Material Moving Workers, All Other 72% -                   25                   25            

Hoist and Winch Operators 79% 55                     -                 55            

Laborers and Freight, Stock, and Material Movers, Hand 6% -                   43                   43            
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APPENDIX I: TALENT PIPELINE DEMAND  

 

Source: Washington State Employment Security Department, 10 year Occupational  
Employment Projections (2012).

Occupation T itle

% in 

Maritime 

Cluster

  Average 

annual total 

openings  

2016-2021

Allocated 

Openings 

(Demand)

Construction Managers 1% 213 2

Managers, All Other 2% 718 15

Logisticians 3% 138 4

Surveyors 2% 37 1

Civil Engineers 8% 512 39

Marine Engineers and Naval Architects 39% 23 9

Materials Engineers 2% 67 1

Engineers, All Other 3% 155 5

Drafters, All Other 7% 31 2

Civil Engineering Technicians 12% 54 7

Surveying and Mapping Technicians 2% 38 1

Fish and Game Wardens 100% 3 3

First-Line Supervisors of Farming, Fishing, and Forestry Workers 4% 128 5

Fishers and Related Fishing Workers 91% 135 123

Boilermakers 5% 26 1

Electricians 2% 757 15

Plumbers, Pipefitters, and Steamfitters 3% 446 14

Electrical and Electronics Installers and Repairers, Transportation Equipment 34% 12 4

Bus and Truck Mechanics and Diesel Engine Specialists 7% 196 14

Motorboat Mechanics and Service Technicians 13% 19 2

Commercial Divers 1% 10 0

Riggers 54% 24 13

Structural Metal Fabricators and Fitters 12% 59 7

Meat, Poultry, and Fish Cutters and Trimmers 58% 301 173

Welders, Cutters, Solderers, and Brazers 10% 342 35

Welding, Soldering, and Brazing Machine Setters, Operators, and Tenders 2% 30 1

Layout Workers, Metal and Plastic 58% 16 9

Upholsterers 21% 17 4

Cutters and Trimmers, Hand 0% 10 0

Cutting and Slicing Machine Setters, Operators, and Tenders 21% 34 7

Painters, Transportation Equipment 11% 31 3

Sailors and Marine Oilers 96% 146 140

Captains, Mates, and Pilots of Water Vessels 91% 119 108

Motorboat Operators 100% 3 3

Ship Engineers 97% 59 57

Bridge and Lock Tenders 94% 2 2

Transportation Workers, All Other 31% 42 13

Crane and Tower Operators 40% 61 24

Dredge Operators 6% 2 0

Hoist and Winch Operators 79% 6 5

Laborers and Freight, Stock, and Material Movers, Hand 6% 1919 117

Material Moving Workers, All Other 72% 17 12
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APPENDIX J: TALENT PIPELINE RESULTS, ALL OCCUPATIONS SUITABLE FOR MARITIME, 2016-2021 

 
Source: Washington State ESD, 10 year Occupational Employment Projections (2012); ESD Unemployment Claims (2013); IPEDS 
(2012); Community Attributes (2013).

Education Occupation Demand Supply Gap

Less than high school Meat, Poultry, and Fish Cutters and Trimmers 173         119             (54)

Less than high school Sailors and Marine Oilers 140         100             (40)

Less than high school Fishers and Related Fishing Workers 123         396             273

Less than high school Laborers and Freight, Stock, and Material Movers, Hand 117         43               (74)

Less than high school Crane and Tower Operators 24           319             295

Less than high school Material Moving Workers, All Other 12           25               13

Less than high school Hoist and Winch Operators 5             55               50

Less than high school Bridge and Lock Tenders 2             -              (2)

Less than high school Dredge Operators 0             1                 1

Less than high school Cutters and Trimmers, Hand 0             -              (0)

Postsecondary non-degree award Electrical and Electronics Installers and Repairers, Transportation Equipment 4             1,042          1,038

Postsecondary non-degree award Commercial Divers 0             1                 1

High school diploma or equivalent Welders, Cutters, Solderers, and Brazers 35           269             234

High school diploma or equivalent Electricians 15           36               21

High school diploma or equivalent Managers, All Other 15           1,783          1,768

High school diploma or equivalent Plumbers, Pipefitters, and Steamfitters 14           27               13

High school diploma or equivalent Bus and Truck Mechanics and Diesel Engine Specialists 14           27               13

High school diploma or equivalent Transportation Workers, All Other 13           9                 (4)

High school diploma or equivalent Riggers 13           21               8

High school diploma or equivalent Layout Workers, Metal and Plastic 9             1,184          1,175

High school diploma or equivalent Cutting and Slicing Machine Setters, Operators, and Tenders 7             4                 (3)

High school diploma or equivalent Structural Metal Fabricators and Fitters 7             17               10

High school diploma or equivalent First-Line Supervisors of Farming, Fishing, and Forestry Workers 5             65               60

High school diploma or equivalent Upholsterers 4             17               13

High school diploma or equivalent Painters, Transportation Equipment 3             95               92

High school diploma or equivalent Motorboat Operators 3             -              (3)

High school diploma or equivalent Fish and Game Wardens 3             307             304

High school diploma or equivalent Motorboat Mechanics and Service Technicians 2             6                 4

High school diploma or equivalent Boilermakers 1             9                 8

High school diploma or equivalent Surveying and Mapping Technicians 1             2                 1

High school diploma or equivalent Welding, Soldering, and Brazing Machine Setters, Operators, and Tenders 1             5                 4

Associate's degree Civil Engineering Technicians 7             12               5

Associate's degree Construction Managers 2             174             172

Associate's degree Drafters, All Other 2             143             141

Bachelor's degree Captains, Mates, and Pilots of Water Vessels 108         59               (49)

Bachelor's degree Ship Engineers 57           39               (18)

Bachelor's degree Civil Engineers 39           113             74

Bachelor's degree Marine Engineers and Naval Architects 9             7                 (2)

Bachelor's degree Engineers, All Other 5             9                 4

Bachelor's degree Logisticians 4             19               15

Bachelor's degree Materials Engineers 1             6                 5

Bachelor's degree Surveyors 1             2                 1
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APPENDIX K: PERCENT OF SUITABLE MARITIME OCCUPATIONS IN INDUSTRY 

 
Source: Washington State ESD 2010 NAICS by SOC Matrix. 
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Construction Managers 0% 0% 0% 67% 0% 0% 0% 0% 0% 0% 7% 9% 2% 1% 1% 0% 0% 0% 0% 12%

Managers, All Other 0% 0% 1% 4% 8% 1% 1% 4% 9% 2% 1% 17% 11% 4% 5% 3% 1% 0% 7% 22%

Logisticians 0% 0% 0% 0% 53% 2% 0% 2% 31% 0% 0% 1% 7% 0% 0% 0% 0% 0% 0% 3%

Surveyors 0% 0% 0% 2% 0% 0% 0% 0% 0% 0% 0% 80% 5% 0% 0% 0% 0% 0% 0% 13%

Civil Engineers 0% 0% 0% 11% 0% 0% 0% 0% 0% 0% 0% 47% 4% 0% 2% 0% 0% 0% 0% 35%

Marine Engineers and Naval Architects 0% 0% 0% 0% 7% 0% 0% 14% 0% 0% 0% 69% 0% 0% 0% 0% 0% 0% 0% 10%

Materials Engineers 0% 0% 0% 0% 90% 4% 0% 2% 0% 0% 0% 4% 0% 0% 0% 0% 0% 0% 0% 0%

Engineers, All Other 0% 0% 0% 3% 24% 5% 0% 9% 0% 0% 0% 29% 1% 20% 1% 0% 0% 0% 0% 8%

Drafters, All Other 0% 0% 0% 47% 18% 3% 0% 0% 0% 0% 0% 14% 8% 10% 0% 0% 0% 0% 0% 0%

Civil Engineering Technicians 0% 0% 0% 6% 1% 0% 0% 0% 0% 0% 0% 37% 1% 0% 2% 0% 0% 0% 0% 53%

Surveying and Mapping Technicians 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1% 78% 10% 0% 0% 0% 0% 0% 0% 9%

Fish and Game Wardens 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 100%

First-Line Supervisors of Farming, Fishing, and Forestry 

Workers 56% 0% 0% 0% 3% 22% 6% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 14%

Fishers and Related Fishing Workers 96% 0% 0% 0% 4% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

Boilermakers 0% 0% 0% 70% 27% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 3%

Electricians 0% 0% 0% 80% 7% 1% 0% 0% 0% 0% 0% 0% 0% 3% 1% 0% 1% 0% 0% 6%

Plumbers, Pipefitters, and Steamfitters 0% 0% 1% 73% 6% 0% 0% 0% 0% 0% 0% 3% 0% 4% 2% 0% 0% 0% 0% 9%

Electrical and Electronics Installers and Repairers, 

Transportation Equipment 0% 0% 0% 0% 48% 32% 0% 9% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 8% 2%

Bus and Truck Mechanics and Diesel Engine Specialists 0% 0% 0% 4% 9% 9% 1% 20% 0% 0% 1% 0% 0% 2% 3% 8% 1% 0% 12% 30%

Motorboat Mechanics and Service Technicians 0% 0% 0% 0% 8% 0% 41% 7% 0% 0% 0% 0% 0% 0% 0% 0% 16% 0% 27% 1%

Commercial Divers 0% 0% 0% 6% 0% 0% 0% 0% 0% 0% 0% 0% 0% 94% 0% 0% 0% 0% 0% 0%

Riggers 0% 0% 0% 63% 3% 0% 0% 0% 0% 0% 7% 0% 0% 12% 0% 0% 5% 0% 9% 1%

Structural Metal Fabricators and Fitters 0% 0% 0% 10% 88% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 3%

Meat, Poultry, and Fish Cutters and Trimmers 0% 0% 0% 0% 71% 3% 14% 0% 0% 0% 0% 0% 0% 12% 0% 0% 0% 0% 0% 0%

Welders, Cutters, Solderers, and Brazers 0% 0% 0% 14% 64% 1% 0% 2% 0% 0% 0% 0% 0% 11% 0% 0% 2% 0% 5% 0%

Welding, Soldering, and Brazing Machine Setters, 

Operators, and Tenders 0% 0% 0% 0% 82% 18% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1% 0% 0% 0% 0%

Layout Workers, Metal and Plastic 0% 0% 0% 0% 100% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

Upholsterers 0% 0% 0% 0% 8% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 86% 6%

Cutters and Trimmers, Hand 0% 0% 0% 0% 100% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

Cutting and Slicing Machine Setters, Operators, and 

Tenders 0% 0% 0% 0% 99% 0% 0% 0% 0% 0% 0% 0% 0% 1% 0% 0% 0% 0% 0% 0%

Painters, Transportation Equipment 0% 0% 0% 0% 45% 4% 2% 2% 0% 0% 0% 0% 0% 1% 0% 0% 4% 0% 38% 4%

Sailors and Marine Oilers 0% 0% 0% 0% 2% 0% 0% 55% 0% 0% 0% 0% 0% 3% 0% 0% 0% 0% 0% 39%

Captains, Mates, and Pilots of Water Vessels 0% 0% 0% 0% 1% 0% 0% 75% 0% 0% 0% 0% 1% 7% 1% 0% 0% 0% 0% 14%

Motorboat Operators 0% 0% 0% 0% 0% 0% 0% 75% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 25%

Ship Engineers 0% 0% 0% 0% 3% 0% 0% 67% 0% 0% 0% 0% 1% 1% 1% 0% 0% 0% 0% 27%

Bridge and Lock Tenders 0% 0% 0% 0% 0% 0% 0% 2% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 98%

Transportation Workers, All Other 0% 0% 0% 0% 2% 0% 0% 95% 0% 0% 0% 0% 0% 0% 3% 0% 0% 0% 0% 0%

Crane and Tower Operators 0% 0% 0% 15% 16% 0% 0% 52% 0% 0% 6% 0% 0% 7% 0% 0% 0% 0% 3% 1%

Dredge Operators 0% 0% 0% 100% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

Material Moving Workers, All Other 0% 0% 0% 0% 0% 0% 5% 82% 0% 0% 0% 0% 0% 12% 0% 0% 1% 0% 0% 0%

Hoist and Winch Operators 0% 0% 0% 0% 0% 0% 0% 100% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0%

Laborers and Freight, Stock, and Material Movers, Hand 0% 0% 0% 2% 12% 16% 16% 26% 0% 0% 1% 1% 0% 20% 0% 2% 0% 0% 2% 1%
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Summary of Report  
Earthquake Risk Study for Oregon's Critical Energy Infrastructure Hub  

 
Six magnitude 5 or higher earthquakes have occurred within the Portland metropolitan area in 

the past 150 years. The Cascadia Subduction Zone has produced more than 40 large magnitude 

earthquakes in the past 10,000 years. The most recent occurred on January 26, 1700 with an 

estimated magnitude 9. These occurrences and extensive scientific understanding of seismic 

processes indicate that it is not a question of if Oregon will experience a catastrophic earthquake, 

but when it will occur. 

 

Oregon’s critical energy infrastructure (CEI) Hub is located in an area with significant seismic 

hazard. Significant liquid fuel, natural gas and electrical infrastructure and facilities are situated 

in this relatively small area in Portland. The CEI Hub covers a six-mile stretch on the lower 

Willamette River located between the south tip of Sauvie Island and the Fremont Bridge on US 

Highway 30. The energy sector facilities in the CEI Hub include: 

 

 All of Oregon’s major liquid fuel port terminals 

 Liquid fuel transmission pipelines and transfer stations 

 Natural gas transmission pipelines  

 Liquefied natural gas storage facility 

 High voltage electric substations and transmission lines 

 Electrical substations for local distribution 

 

More than 90 percent of Oregon’s refined petroleum products come from the Puget Sound area 

of Washington State. Oregon imports the product by pipeline and marine vessels to the CEI Hub 

before it is distributed throughout Oregon to the end user. One large consumer is the Portland 

International Airport. In addition, much of NW Natural’s natural gas passes through the CEI 

Hub. A high voltage electrical transmission corridor crosses the area as well as supplies 

distribution for this area.  

 

 
Site map of the Critical Energy Infrastructure (CEI) Hub on the western bank of the Lower 

Willamette River area in NW Portland, Oregon. The CEI Hub, outlined in red, stretches for six 

miles. (Google Earth) 
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Oil terminals in the CEI Hub. (DOGAMI photo) 

 

Earthquake Risk Study for Critical Energy Infrastructure Hub 

The Oregon Department of Geology and Mineral Industries (DOGAMI) conducted an 

earthquake risk study on Oregon’s CEI Hub as part of the Oregon Energy Assurance Project 

(EAP) with Oregon Department of Energy (ODOE) and Public Utility Commission of Oregon 

(OPUC). The study focuses on a large-magnitude Cascadia earthquake which because of 

widespread shaking and vulnerable infrastructure poses a high risk to the health and safety of 

Oregonians and the region’s economy. The study identifies and defines the CEI Hub area, 

assesses the seismic hazards and identifies the vulnerabilities of the petroleum (liquid fuel), 

natural gas, and electric energy facilities in the CEI Hub.   

 

Oregon’s Natural Hazards 

Oregon has numerous natural hazards. These range from high probability (fires) to low 

probability (volcanic eruptions). Earthquakes are considered to have a moderate probability 

because earthquakes in Oregon are rare. The earthquake vulnerability score for Oregon, 

however, is very high because a vast majority of Oregon’s existing infrastructure has been 

designed and constructed without seismic resistance considerations. The earthquake consequence 

score is also very high because damage will likely be widespread and, in many places, severe. 

Finally, the earthquake overall risk score is very high because when a major earthquake occurs, it 

will likely result in a high loss of life, economic damages and long-term impacts. 

 

 
Cascadia seismic source is Oregon’s most threatening fault and can produce a magnitude 9 

earthquake and accompanying coastal tsunami waves. (DOGAMI) 
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Energy Facilities in the CEI Hub 

A significant portion of Oregon’s electricity, natural gas, and fuel oil infrastructure is 

concentrated in the CEI Hub (a six-mile stretch in the lower Willamette River located between 

the south tip of Sauvie Island and the Fremont Bridge on US Highway 30). A magnitude 8 or 9 

Cascadia Subduction Zone earthquake would impact the CEI Hub with: 

 Ground shaking 

 Liquefaction (soil behavior phenomenon in which a saturated sand softens and loses 

strength during strong earthquake ground shaking) 

 Lateral spreading (where surficial soil permanently moves laterally due to earthquake 

shaking) 

 Landslides 

 Co-seismic settlement (where the ground surface is permanently lowered due to seismic 

shaking) 

 Bearing capacity failures (when the foundation soil cannot support the structure it is 

intended to support) 

In addition, secondary seismic hazards could be initiated and include: 

 Seiches (waves that oscillate in water bodies often initiated by ground shaking) 

 Fire 

 Hazardous material releases, including by sloshing of liquid agitated by ground shaking 

 

Liquefaction and lateral spreading hazards are of primary concern to the oil terminals that handle 

Oregon's fuel supply. The CEI Hub is adjacent to the Willamette River and has extensive 

deposits of highly liquefiable soils. These soils (made of sands, silts, gravels and clays) have 

been naturally deposited by river activity as well as been created from man-made activities, such 

as hydraulically placed material from river dredging or debris placed as landfill. For this reason, 

DOGAMI performed ground deformation analyses to better understand the nature of the hazard 

and the possible mitigation needs. A section on the deformation analyses is included in this 

study. Tsunamis are expected to damage the coastal areas, including ports along the coast and 

Columbia River mouth, but are not expected to cause significant damage in the Portland 

waterways. 

 

DOGAMI staff and others visited all relevant energy companies with facilities in the CEI Hub. 

DOGAMI and ODOE staff conducted site visits at these petroleum facilities: BP, Chevron, 

ConocoPhillips, KinderMorgan (KM) fuel terminals and KM pipeline, McCall Oil, Nustar, and 

Shell. The fuel facilities often include: transmission and distribution pipelines, piers or wharves, 

tank farms, loading racks, control buildings, electric distribution equipment, and many other 

components. The liquid fuel transmission system includes gate stations, and transmission and 

distribution pipes at the Columbia and Willamette river crossings. DOGAMI and OPUC staff  

also conducted site visits of natural gas and electrical facilities owned by NW Natural, Portland 

General Electric, and the Bonneville Power Administration (BPA).  

 

General Findings 

The CEI Hub facilities have infrastructure that ranges from about 100 years old built to no or 

very antiquated standards to new infrastructure built to the current state-of-practice standards. 

Because of the wide range of ages and associated construction practices, the seismic 
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vulnerability of the facilities also spans a wide range. Based on visual observations, engineering 

judgment and limited information from the facility operators, major seismic vulnerabilities exist 

in the CEI Hub. The vast majority of the facilities are constructed on soils susceptible to 

liquefaction. Some critically important structures appear to be susceptible to significant damage 

in a major earthquake. In addition, DOGAMI discovered that older building codes and practices 

did not adequately address many non-building structures that exist in the CEI Hub, such as tanks, 

pipes, and piers. One explanation is because non-building structures typically hold few, if any, 

people and the focus of the building code has traditionally been on life safety. Current building 

codes do not adequately address the seismic deficiencies in existing CEI Hub facilities. The 

expected length of time to resume services after a Cascadia earthquake has not been evaluated by 

any company except BPA.  

 

Sector Specific Findings 

Liquid Fuel  

Liquid fuel pipeline: The CEI Hub petroleum facilities receive liquid fuel via two methods: 1) 

the liquid fuel transmission pipeline, and 2) marine vessels. The transportation method and 

amounts vary due to product need, transportation costs, weather and other conditions. The liquid 

fuel pipeline was largely constructed in the 1960s when the regional seismic hazards were 

unknown and state-of-practice construction techniques at that time did not include any reference 

to seismic standards. The regional seismic hazards are now known to be significant and the soils 

at the river crossings are susceptible to liquefaction and lateral spreading. The 1960s vintage 

pipeline design did not consider ground movements from lateral spreading at river crossings or 

the stresses to the pipelines induced by earthquakes that may cause pipe damage and multiple 

breaks. A pipe break would have a significant impact on all of the petrochemical facilities in the 

CEI Hub and could result in a statewide fuel shortage.  

 

Shipping channel: The navigational channel from the Columbia River mouth to the lower 

Willamette River is used to transport fuel by marine vessels. The Columbia River mouth is 

expected to have tsunami damage and the channel is expected to experience slope failure, which 

would close the channel to traffic. It is possible that bridges and other river crossings, such as 

buried gas pipelines and electrical crossings, would be damaged and temporarily block the 

waterway. Closure of the shipping channel would prevent marine vessels from delivering liquid 

fuel as well as emergency response and recovery equipment from being delivered. 

 

Marine terminals: All of the port facilities in the CEI Hub have significant seismic risks due to 

liquefaction, lateral spreading, and seiches. Some older piers were constructed without any 

seismic protection, have deteriorated, and are likely to fail in even a moderate earthquake. If oil 

products are released and contaminant the navigable waterway, the waterway may be closed to 

river traffic thus impeding emergency response activities as well as the supply chain. The local 

capacity to fight fires and clean hazardous material spills is limited.  

 

Fuel supply: Only three existing tanks are known to have addressed liquefaction vulnerabilities. 

The fuel terminals in the CEI Hub on average have a three to five day supply in the tank farms 

for regular unleaded gasoline and diesel fuel. Premium gasoline is subject to the daily delivery 

and heavily dependent on whether the intercompany pipeline on Front Avenue is operational. If 

the supply chain is disrupted by pipe breaks north of the CEI Hub and closure of the shipping 
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channel to the west, fuel would quickly become scarce. Options to transport fuel from the east 

and south and by air are very limited.  

 

Portland International Airport (PDX): PDX airport receives 100 percent of their liquid fuels from 

a terminal in the CEI Hub. PDX has a limited on-site fuel supply. If the pipeline between the CEI 

Hub and PDX fails, then PDX would likely experience a shortfall and operations would be 

impacted.  

 

 
Left: Lateral timber bracing for steel plumb piles in the CEI Hub is considered inadequate by 

California’s MOTEMS standards. (DOGAMI photo) Right: An example of a damaged pier in the 

2010 Chile earthquake (Technical Council on Lifeline Earthquake Engineering – TCLEE, 2010) 

 

 
This under-designed oil terminal pier foundation (left) in area with high susceptibility for 

liquefaction and lateral spreading in the CEI Hub and the poor timber-to-concrete oil terminal 

pier connection and exposed rebar foundation (right) in the CEI Hub are considered inadequate. 

(DOGAMI photo) 



10 
 

 
The connection on this pier in the CEI Hub appears to have deteriorated due to a split in the 

timber beam. This type of damage suggests that the condition of the structure may not be 

routinely monitored and maintained and that the overall pier is seismically vulnerable. 

(DOGAMI photo) 

 

 
The approach (foreground) to the 1966 Astoria-Megler Bridge that spans the Columbia River 

has major structural deficiencies that could lead to a collapse following an earthquake. 

Damaged bridge sections could block waterway access to the CEI Hub. (DOGAMI photo) 

 

Natural Gas  
Natural gas: Oregon's largest natural gas service provider receives the majority of their natural 

gas from pipelines that cross under the Columbia River both near Sauvie Island and also  

between Washougal, Washington and Troutdale, Oregon. One of the natural gas pipelines 

crosses under the Willamette River at Multnomah Channel near their gate station at the southern 

end of Sauvie Island. The soils at these river crossings are subject to liquefaction and lateral 

spreading, the pipes are 1960s vintage and constructed without seismic design provisions, and 

the consequences of potential pipe failures could be major for natural gas service territories and 

Oregon. The natural gas company’s storage capacity is limited and pipe breaks could lead to a 

natural gas shortfall in the state as well as explosions or fires.  

 

Electricity 
Electrical facilities: Electrical facilities and systems have significant seismic risk due to ground 

shaking and ground failure, including liquefaction and lateral spreading. Seismically vulnerable 
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facilities include substations and transmission in the CEI Hub as well as facilities outside of the 

CEI Hub, including power plants, substations and transmission lines, all which are important for 

distribution.  

 

Major vulnerabilities in the CEI Hub include the control buildings, transformers and other 

electrical equipment in yards at the substations, and transmission towers near the Willamette 

River. Damage is likely to occur to both the transmission system and the distribution system in 

the CEI Hub. Damage to the electrical grid will likely result in a blackout in the CEI Hub and 

elsewhere.   

 

BPA: Bonneville Power Administration (BPA) has conducted a comprehensive seismic 

vulnerability study of their system and has had a long-term seismic mitigation program in place 

since 1993. BPA’s long-term seismic mitigation program includes 1) investment protection (e.g. 

anchoring transformers), and 2) power system recovery of critical paths (e.g. hardening of 

equipment at one of multiple bays within a major substation). The first phase of BPA's 

mitigation program includes bracing and restraining critical equipment and seismically 

upgrading critical building facilities west of the Cascade Range. Seismic strengthening in the 

substation yard would typically include: anchoring high-voltage power transformers; bracing 

transformer conservators and radiators; replacing seismically vulnerable live tank circuit 

breakers with more robust dead tank circuit breakers; adding damping systems to existing live 

tank circuit breakers; hardening transformer bushing storage facilities; replacing rigid bus 

connections with flexible bus. These mitigation techniques will improve the reliability of seismic 

performance. Additional phases of the seismic mitigation program will include facilities east of 

the Cascade Range. 

 

BPA has a critical 115 kV and 230 kV high voltage transmission river crossing in the CEI Hub 

as well as a substation. At the substation in the CEI Hub, some of the high-voltage equipment 

had been anchored and braced to withstand earthquake motions. BPA is in the process of 

conducting seismic strengthening of the control building and equipment inside the control 

building (e.g., brace computer floors, control cabinets, battery racks, ceiling, pipes, etc) and 

additional mitigation in the yard. BPA has conducted subsurface, liquefaction and lateral 

spreading analyses at one of the transmission tower sites at the Willamette River crossing and 

concluded severe ground movement up to 25 feet towards the river channel is possible. Until 

mitigated, it is likely that at least two transmission towers would experience extensive damage, 

be inoperable, require repair or replacement, and power lines could temporarily block river 

traffic, including the pathway to the oil terminals. The BPA transmission towers at the 

Willamette River crossing are scheduled to be seismically analyzed, have a seismic mitigation 

design completed in 2013, and be mitigated by 2014. 

 

Recent unpublished BPA Cascadia earthquake scenario studies of the existing transmission line 

system indicate that their main grid would require between 7 and 51 days to make emergency 

damage repairs to the transmission line system (Oregon and Washington) from a magnitude 9 

Cascadia earthquake. This scenario assumes many ideal conditions (BPA employees and 

contractor resources are immediately available, all roads and bridges are passable, available fuel, 

etc), which is optimistic.  
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Left: These high voltage electrical transmission towers are built on a river bank in the CEI Hub 

susceptible to lateral spreading. (DOGAMI photo) Right: Structural damage to a high voltage 

transmission tower located at a river crossing in 2010 Chile earthquake (Technical Council on 

Lifeline Earthquake Engineering – TCLEE) 

 

Impacts to Oregon 

Based on visual observations, engineering judgment, limited analyses, and limited information 

from the facility operators, city records, and available literature, significant seismic risk exists in 

the CEI Hub. Some critically important structures appear to be susceptible to significant damage 

in a major earthquake with catastrophic consequences. Multiple liquid fuel transmission pipe 

breaks and natural gas transmission pipe breaks are possible. Damage to liquid fuel, natural gas, 

and electrical facilities in the CEI Hub is likely. The waterway would likely be closed and 

require clean up.   

 

Due to a combination of the existing seismic hazards, vulnerability of the exposed infrastructure 

and potential consequences, Cascadia earthquakes pose substantial risk to the CEI Hub and to 

Oregon. Not only are the energy sector facilities in the CEI Hub dependent on other sectors and 

systems in Oregon, including transportation and communication, they are interdependent upon 

each other. A major Cascadia earthquake and tsunami would likely produce an unprecedented 

catastrophe much larger than any disaster the state has faced. 

 

Western Oregon will likely face an electrical blackout, extended natural gas service outages, 

liquid fuel shortage, as well as damage and losses in the tens of billions of dollars in a future 

major Cascadia earthquake. Preparing for a catastrophic disaster to become more resilient is 

needed to improve personal safety and security, and safeguard communities and businesses. 

 

Recommendations 

The most critical call-to-action that DOGAMI has concluded from this study of the CEI Hub is 

this: Energy sector companies must pro-actively integrate seismic mitigation into their 

business practices for Oregon’s energy sector to adequately recover from a magnitude 8.5 to 9 

Cascadia earthquake in a reasonable time period. 

 

Although energy sector companies have made efforts to prepare for seismic events, such as 

through emergency planning and complying with the current building codes, these efforts are 
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limited and a timely restoration of energy sector services is questionable. As discussed in the 

Summary of Findings section, only one company has completed comprehensive seismic 

vulnerability assessments and instituted seismic mitigation plans. Energy sector companies must 

make earthquake mitigation an integral part of their overall business plan. This is not only 

prudent for the impact a large magnitude Cascadia earthquake would have on Oregonians and the 

environment; it is good business continuity management. Oregon homes, businesses and 

industries depend upon reliable energy sources. Liquid fuel, natural gas and electricity are 

critical to our economy, environment and everyday existence, and the energy sector must do 

more in order to assure those services and products in the event of a large earthquake.  

 

In order for the energy sector to pro-actively integrate seismic mitigation into their operations, 

DOGAMI makes these four recommendations to both private and public energy sector 

stakeholders: 

 

1. Energy sector companies should conduct Seismic Vulnerability Assessments on all of 

their systems or facilities, and should work with the appropriate local, state, tribal and 

federal government agencies and stakeholders to achieve timely completion of the 

assessments to understand existing vulnerabilities.  

2. Energy sector companies should institutionalize long-term seismic mitigation programs; 

and should work with the appropriate local, state, tribal and federal government agencies 

and stakeholders to achieve timely and effective mitigation to ensure facility resilience 

and operational reliability. 

3. The State of Oregon's Homeland Security Council should review the vulnerability and 

resilience of the energy sector to earthquakes and other natural disasters within the scope 

of their mission. This could involve the EAP partners (ODOE, OPUC, and DOGAMI) as 

well as ODOT, Building Codes Division, and the Oregon Seismic Safety Policy Advisory 

Commission (OSSPAC).   

4. Energy sector companies and the State of Oregon should build Oregon’s seismic 

resilience to a Cascadia earthquake. Adopting pro-active practices and a risk 

management approach will help achieve seismic resilience. Encouraging a culture of 

awareness and preparedness concerning the seismic vulnerability of the energy sector 

including long range energy planning should be conducted.   

 

 
Emergency batteries, as well as other components such as generators and communication 

devices, should be braced or anchored to a withstand Cascadia earthquake. (DOGAMI photo) 
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Photo shows the front view of an existing transformer with seismic anchorage including steel 

cross bracing as mitigation. (Photo: Leon Kempner) 

 

The length of time to resume services after a Cascadia earthquake should be evaluated by each 

energy company to establish a baseline understanding, and improvements to achieve a 

satisfactory service level should be made. Improvements, for example, can involve adding stone 

columns to strengthen the ground against liquefaction-related damage and anchoring power 

transformers to prevent sliding-related damage.  

For the EAP, DOGAMI developed the resilience triangle graph with the resilience triangle 

shown in green. (See figure) The basic principle of the resilience triangle is that the smaller the 

triangle, the higher the resilience. Higher resilience requires minimal reductions in critical 

lifeline services after a disaster, speedy recovery of those services, and an overall improved 

service level as a result of rebuilding damaged systems and implementing better systems.  The 

resilience triangle diagram indicates that Chile and Japan have high levels of earthquake 

resilience on the basis of their performance after the 2010 magnitude 8.8 earthquake in Chile and 

2011 magnitude 9.0 earthquake in Japan (notwithstanding the nuclear energy issues). At the 

current stage, Oregon's energy sector has low resilience and is expected to have significant loss 

of energy sector services and a slow recovery time.  

Funding is essential to increase Oregon’s seismic resilience in the energy sector, and to:  

 

 Pay for assistance and oversight to compel private sector companies into action to 

conduct Seismic Vulnerability Assessments and implement seismic mitigation programs 
 Support an effective Homeland Security Council on energy security preparedness 
 Build the State of Oregon’s energy resilience 

 Increase Oregonians’ awareness of the effect of a Cascadia earthquake on energy 

availability 
 

As part of this project, DOGAMI and EAP partners promoted seismic awareness of Oregon’s 

critical energy infrastructure. We developed productive relationships with other state agencies, 

federal agencies, energy sector companies, associations, emergency response organizations and 

other major stakeholders regarding seismic preparedness. We conducted table-top exercises and 
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outreach and have more planned with energy companies and associations. The EAP partners 

have made more than 60 presentations to various stakeholders during the duration of this study.  

 

 
Resilience Triangle (modified from MCEER) 

 

These efforts were minimal, however, considering the task at hand. In order to build resilience in 

Oregon's energy sector, it is necessary to increase awareness on the risk to the energy sector and 

Oregonians from a Cascadia earthquake. There needs to be a cultural shift by Oregonians to 

become an earthquake-prepared culture. The energy sector must demonstrate transparency and 

accountability concerning Cascadia earthquake preparedness activity. 

 

This study has demonstrated that Oregon’s CEI Hub is vulnerable to a Cascadia earthquake, and 

that such an earthquake will impact our supply and sources of liquid fuel, natural gas and 

electricity throughout Oregon.  

 

Oregonians should heed this study’s findings, that: 

 

 A Cascadia earthquake will occur. 

 Oregon’s CEI Hub – where critical energy infrastructure is located in a six-mile stretch 

of land – is vulnerable to a Cascadia earthquake. 

 Oregon’s resilience to a Cascadia earthquake is low. 

 Energy sector companies must adopt best practices and pro-actively integrate seismic 

mitigation efforts into their business operations to prepare their facilities and systems to 

absorb and recover from a Cascadia earthquake and to sufficiently restore critical 

electric, natural gas and liquid fuel services to Oregon homes, businesses and industries 

in a reasonable time period. This has not happened to date, as this study has shown.  

 More stringent oversight authority on seismic preparedness in the energy sector (liquid 

fuel, electricity and natural gas) may be needed. 
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Section 1 
Introduction 

 

 

The Oregon Department of Geology and Mineral Industries (DOGAMI) conducted an 

earthquake risk study of Oregon’s Critical Energy Infrastructure (CEI) Hub in Portland, Oregon. 

This study was conducted as part of a larger U.S. Department of Energy (DOE)-funded Energy 

Assurance Project (EAP) conducted by the Oregon Department of Energy (ODOE), Public 

Utility Commission of Oregon (OPUC) and DOGAMI. More information on the EAP project is 

at http://www.oregon.gov/ENERGY/Recovery/Funding.shtml#Energy_Assurance_Planning, 

including the Oregon Energy Assurance Plan 

http://www.oregon.gov/ENERGY/docs/OregonStateEnergyAssurancePlan.pdf.  

 

Background 
Oregon is exposed to many natural hazards, including earthquakes, volcanoes, floods, landslides, 

and more. These hazards have varying characteristics, including frequency of occurrence and 

severity of possible damage and impact. For example, severe winter storms can occur every few 

years and sometimes as often as several times per year. Because of technological advances in 

weather forecasting, these storms typically have several days of advance warning. They typically 

have limited fatalities (e.g., tens of fatalities or fewer) and can result in flooding, landslides, and 

downed trees that impact communities, roads, and electrical service to a limited portion of the 

state. The economic impact can reach hundreds of millions of dollars.  

 

In contrast, major earthquakes rarely occur, but there are no systems that allow for days or hours 

of advance warning of earthquakes. Major earthquakes in urban areas would likely result in more 

damage than winter storms because the existing building inventory has many seismically 

deficient buildings that were constructed before modern seismic building codes.  

 

The most likely major earthquake to occur in Oregon is on the Cascadia Subduction Zone, which 

is an earthquake fault at the boundary of the Juan de Fuca and North American plates. The next 

Cascadia earthquake could be as large as a magnitude 9.2, which would shake a substantial 

portion of the Pacific Northwest and create a tsunami that would flood low-lying coastal areas. 

Although a magnitude 8 or higher Cascadia earthquake is an infrequent event, it would likely 

result in thousands of fatalities and widespread, devastating damage throughout western Oregon. 

The consequences from a major Cascadia earthquake would be much greater and farther 

reaching than any other natural hazard in Oregon. DOGAMI focused its study on a Cascadia 

earthquake of magnitude 8 or higher because of the potential consequences to the state of 

Oregon. Specific information on Oregon’s hazards is included in Section 2: Characterization of 

Oregon's Natural Hazards and Section 4: Seismic Hazards in the CEI Hub. 

 

Oregon's energy sector will be among many severely impacted  industries after a major Cascadia 

earthquake. The energy sector involves the petroleum, natural gas and electricity industries. Each 

energy industry is a network. The petroleum supply chain involves oil resource development, oil 

refineries and distribution systems that include fuel terminals with products as well as multiple 

modes of transportation. Likewise, the natural gas supply chain involves resource development, 

processing and distribution systems. The electricity supply chain involves generation, 

http://www.oregon.gov/ENERGY/Recovery/Funding.shtml%23Energy_Assurance_Planning
http://www.oregon.gov/ENERGY/docs/OregonStateEnergyAssurancePlan.pdf
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transmission and distribution. For Oregon to have a secure and stable energy supply, energy 

sector industries must ensure a resilient supply chain during normal operations as well as during 

extreme conditions, including a Cascadia earthquake.  

 

This study evaluates seismic hazard, vulnerability, risk and resilience in the CEI Hub.  These 

concepts have varying meanings among earth scientists, engineeres and social scientists, so for 

the purposes of this report, we define them as follows: 

 

 Seismic Hazard: The combination of the severity of damaging seismic effects (shaking, 

liquefaction, landslides) at a particular location with the frequency with which those 

effects occur at that location.  A very large earthquake that is very rare poses a small 

seismic hazard, as do very frequent but very small earthquakes.  High levels of seismic 

hazard result from the combination of relatively frequent and relatively large earthquakes.  

Sesimic hazard is a function of the size and frequency of the earthquake, its location 

relative to the site in question, and geologic conditions at the site. 

 Seismic Vulnerability: The degree to which a particular structure or system is likely to 

sustain damage when exposed to a particular level of damaging seismic effects like 

shaking, liquefaction or landsliding.  Seismic vulnerability is an intrinsic characteristic of 

the structure or system. 

 Seismic risk: The combination of seismic hazard affecting an area, the vulnerability of 

the structures and systems in that area, and the consequences of failure of those structures 

and systems. 

 Seismic Resilience: The ability of a structure, system or community to recover from a 

damaging earthquake.  Resilience includes not only the resistance of the system to initial 

damage, but also the ease and speed with which it can be brought back into service after 

the event.  

 

Objective 
This purpose of this study is to better understand the vulnerabilities of the energy sector when it 

is confronted with a magnitude 8 or larger Cascadia earthquake. This risk study focuses on 

Cascadia earthquakes because a large magnitude Cascadia earthquake poses the highest risk of 

all natural hazards to the state of Oregon (Wang, 2008).  

 

Study goals were to:   

 Characterize Oregon's natural hazards by developing qualitatively-derived risk scores to 

estimate the scale of potential disasters,  

 Better understand CEI facility operations and learn about site conditions, structures, and 

components as well as the systems and interdependencies,  

 Describe some of the potential critical seismic vulnerabilities in the energy sector, and 

 Offer recommendations to improve energy sector resiliency to minimize earthquake 

impacts. 
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Use of this Study 
This report provides information to help encourage a seismically resilient energy sector  and 

protect Oregonians in the event of a future Cascadia earthquake. It can be used to develop 

scenarios, demonstrate objectives, and determine extent-of-play for table-top exercises. The 

findings in this report can be applied to the development of mitigation, response, and recovery 

strategies in the Oregon State Energy Assurance Plan and Energy Sector-Specific Emergency 

Response Plans.  The findings can also be used in Oregon resilience planning efforts directed by 

the Oregon Seismic Safety Policy Advisory Commission (OSSPAC).  

 

Scope of Work 
DOGAMI was tasked to determine seismic hazard and risk information of critical energy 

facilities in Oregon in an intra-governmental agreement with OPUC. DOGAMI did not perform 

detailed seismic vulnerability assessments of any specific facility, system or asset. 

 

Although DOGAMI had conducted previous studies on Oregon earthquake resilience, including 

Wang 1999, Wang 2008, and Wang 2010a, these studies did not focus on the energy sector. 

Because there were many unknowns involving the energy sector, DOGAMI's approach was to: 

1) gather information and learn about the state’s energy systems; 2) characterize Oregon's natural 

hazards and its impacts on the energy sector; 3) conduct scoping studies; 4) perform document 

reviews; 5) collect input and expert opinions from a wide range of professionals (see Section 8: 

Acknowledgements); 6) conduct visual screening assessments; and 7) perform our own state-of-

practice engineering studies.   The goal was to evaluate the overall vulnerability of the energy 

sector to damage at the CEI Hub from a magnitude 8 or larger Cascadia earthquake.  

 

From these activities, DOGAMI created a natural hazard risk matrix based on the natural hazards 

recognized by the State of Oregon’s Natural Hazard Mitigation Plan. DOGAMI also defined the 

CEI Hub project study area as the six-mile stretch of the lower Willamette River located between 

the south tip of Sauvie Island and the Fremont Bridge on US Highway 30. (Figure 1) The project 

entailed assessing the seismic hazards of the CEI Hub, identifying the major energy sector 

facilities in the CEI Hub, and surveying their seismic vulnerabilities.  

 

DOGAMI staff conducted a review of building codes to help assess the vulnerability of the 

structures in the CEI Hub.  DOGAMI conducted site visits to all major energy sector facilities in 

the CEI Hub (Figure 1) as well as several facilities outside of the CEI Hub. In each case, the 

facility's operator accompanied DOGAMI to visually survey their facilities, which is discussed in 

the following section: Study Methods. 
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Figure 1:   Site map of the Critical Energy Infrastructure (CEI) Hub on the western bank of the 

Lower Willamette River area in NW Portland, Oregon. The CEI Hub, outlined in red, stretches 

for six miles. (base map: Google Earth) 

 

DOGAMI also partnered with academic earthquake professionals to co-conduct a statewide 

economic study focusing on energy sector interdependencies (Appendix A) as well as a ground 

deformation analysis for this project (Appendix B). These studies provide specialized technical 

information that is useful towards meeting the study objective.   

 

As a result, this earthquake risk study provides generalized information on the seismic hazard, 

the exposed facilities, consequences of the seismic hazards to the exposed facilities, and key 

findings and recommendations to make the energy systems more resilient to earthquake impacts.  

The term "risk" is defined herein as a function of the threat of seismic hazard, the vulnerability of 

the exposed parts, and the severity of the consequences.  Sections 4 and 5 of this report address 

the seismic hazards and seismic vulnerability of the exposed facilities in the CEI Hub. Section 6 

starts with a discussion of consequences to help illustrate the concept, then addresses the 

conditions involving seismic risk in the CEI Hub, and ends with discussing impacts to Oregon. 

This information will allow the energy industry and decision-makers from all levels of 

government to collaborate on strategies to rapidly recover from a major disaster, and to protect 

public health and safety, the environment, and the region’s economy.   
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Study Methods 
The project method involved assessing the seismic hazard in the CEI hub area posed by a 

Cascadia earthquake (Section 4 of this study). Although local crustal faults exist in the CEI Hub, 

only the Cascadia fault was evaluated based on its higher probability of occurrence, many 

seismic hazards and high risk (Sections 2 and 4 of this study). Many seismic hazards were 

considered, which included ground shaking, soil susceptibility to earthquake-induced 

liquefaction, lateral spreading, landslides, and co-seismic settlement.  Since liquefaction and 

lateral spreading hazards are the primary concerns, especially to the waterfront facilities, we co-

conducted a ground deformation analyses to better understand the nature of the hazards and the 

possible mitigation needs.  

 

DOGAMI reviewed the building code environment for facilities in the CEI Hub to determine the 

design conditions of the facilities. Building codes set forth minimum standards on new 

construction and for certain major changes. Building codes are frequently upgraded to reflect 

new design knowledge including seismic hazards. These codes play a vital role in the seismic 

robustness of structures. If the code requires a high level of seismic design, then the new 

structure is designed and built to resist seismic forces. In contrast, if past codes call for seismic 

design levels that are significantly lower than the levels in the current code, then those structures 

may be seismically deficient.  
 

The EAP partners, which include staff from DOGAMI, ODOE, and OPUC, assessed the seismic 

vulnerability of CEI Hub facilities through a series of site visits and meetings. Key individuals 

are listed in Table 1 and contributors are listed in the acknowledgements (Section 8). The EAP 

assessments included on-site facility visits in the CEI Hub to meet with the operators and tour 

their facilities, as well as viewing facilities by boat and aerial reconnaissance.  A few site 

assessments were conducted at facilities outside of the CEI Hub. DOGAMI co-organized two 

boat tours with the City of Portland and invited key stakeholders including Oregon leadership 

(director of Oregon Emergency Management, representative from Senate President's office), 

FEMA and EAP partners.  DOGAMI, OPUC and Oregon Department of Transportation (ODOT) 

also conducted aerial reconnaissance with the Civil Air Patrol covering the CEI Hub to the 

Columbia River mouth to consider emergency response options using the Columbia River 

waterway.  

 

Table 1: List of Key Individuals: EAP Partners and Stakeholders 

EAP partners 
Oregon Department of Energy  
Deanna Henry 
Emergency Preparedness Manager 
Nuclear Safety & Energy Emergency Preparedness Division 
 
Oregon Department of Energy  
Rebecca O'Neil 
EAP Project Manager 
Senior Policy Analyst, Energy Technology Division 
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Table 1: List of Key Individuals: EAP Partners and Stakeholders (cont) 

Public Utility Commission of Oregon 
J. R. Gonzalez, P.E. (former) 
Administrator 
Safety, Reliability and Security Division 
 
Public Utility Commission of Oregon 
Rick Carter 
Senior Utility Analyst 
Emergency Management-Disaster Response and Recovery 
Safety, Reliability and Security Division 
 
Public Utility Commission of Oregon 
Immanuel Runnels (former) 
Utility Analyst, Intern  
 
EAP stakeholders 
Bonneville Power Administration   
Leon Kempner 
Structural Engineer 
 
BP 
Jim Swatman 
Portland terminal manager 
US Pipelines and Logistics 
 
Chevron 
Jerry Henderson 
Willbridge terminal manager 
 
ConocoPhillips  
Tom Lyons  
Portland terminal manager 
Scott Edwards 
Division Engineer, West Coast Terminals, Transportation Pipelines and Terminals 
Rafael Rengifo 
Tank Integrity Initiatives Lead 
 
Kinder Morgan  
Greg Westling, Area manager- Willbridge/Linnton Terminals 
Ron Lown, Eugene Terminal, Lead Operator 
 
McCall Oil  
Ted McCall, Portland terminal owner 
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Table 1: List of Key Individuals: EAP Partners and Stakeholders (cont) 

NuStar Energy LP  
Ricky Hudiburgh 
Portland terminal manager 
 
NW Natural 
Grant M. Yoshihara 
Vice President, Utility Operations & Chief Engineer 
Jon Huddleston 
Director, Deliver Gas Process 
Kerry Shampine,  
Manager, Engineering Services 
Robbie Roberts  
Security Specialist, Business Continuity & Corporate Security 
 
Olympic PipeLine Company  
Kurt Hayashida 
Lead Engineer 
Jim Fraley Jr. 
Damage Prevention Team Lead 
 
Pacificorp  
Jack Vranish 
Director, Asset Risk and Strategy 
Debbie Guerra 
Director, T&D Dispatch, Emergency Management 
 
Portland General Electric (PGE)  
Bill Nicholson 
Vice President Distribution 
Dave Ford 
Director, Business Continuity and Emergency Management 
Dave VanBossuyt (retired) 
General Manager Southern Region 
Todd Jones 
Civil Engineer, Substation Engineering 
 
Shell 
Mario Berrios 
Operations Supervisor Portland - Tumwater Terminals  
Billy Powell 
 Regional Response Manager, HSE Emergency Management 

  



23 
 

Table 1: List of Key Individuals: EAP Partners and Stakeholders (cont) 

Williams Northwest Pipeline 
George Angerbauer 
Manager of Public Outreach 
Troy Robey 
Assistant District Manager, Battle Ground District 

 

Assessment of the energy sector facilities in the CEI Hub included:  

 

 All of Oregon’s major liquid fuel port terminals  

 Liquid fuel transmission pipelines and transfer points  

 Liquefied natural gas (LNG) facility  

 High voltage electric substation and transmission lines 

 

Assessment of energy facilities outside the CEI Hub included:  

 

 Four electrical substations  

 Two power plants (Port Westward and Beavers in Western Oregon (Columbia County) 

 A natural gas gate station on Sauvie Island 

 A liquid fuel terminal in Eugene 

 

ODOE organized site visits at these petroleum facilities: BP, Chevron, ConocoPhillips, 

KinderMorgan (KM) fuel terminals and KM pipeline, McCall Oil, Nustar, and Shell. Site visits 

were also conducted at Bonneville Power Administration (BPA), NW Natural, Portland General 

Electric (PGE), and Williams Northwest Pipeline. We did not visit any PacifiCorp facilities as all 

are located outside the CEI Hub.  

 

DOGAMI reviewed US Coast Guard (USCG) inspection protocols for port facilities with 

petroleum terminals.  Because USCG inspections of the Portland fuel terminals do not include a 

seismic component, the EAP partners worked with the California State Lands Commission to 

look at how California addresses seismic issues at port facilities with fuel terminals. With help 

from Martin Eskijian, Supervisor, Engineering Branch Marine Facilities Division from the 

California State Lands Commission (retired in 2011) and his staff, the EAP partners reviewed 

parts of the Marine Oil Terminal Engineering and Maintenance Standards (MOTEMS), which is 

implemented and enforced by California State Lands Commission that incorporates seismic 

safety http://www.slc.ca.gov/Division_Pages/MFD/MOTEMS/MOTEMS_Home_Page.html.  

 

The EAP partners joined MOTEMS staff on two oil refinery inspections in Richmond and 

Benecia, California, as well as observed a MOTEMS regulatory review meeting with a 

petroleum company at the MOTEMS office in Hercules, California. DOGAMI and ODOE, with 

the assistance of MOTEMS staff engineer Kendra Oliver at four of the Portland fuel terminals, 

conducted site visits to inspect the piers and the wharves used for transporting liquid fuel in the 

CEI Hub. 

 

http://www.slc.ca.gov/Division_Pages/MFD/MOTEMS/MOTEMS_Home_Page.html


24 
 

A significant part of the project involved identifying key stakeholders for all the energy sectors 

as well as government agencies and other stakeholders. These are listed in Table 2. Many other 

individuals provided their expertise upon request. These individuals are listed in Section 8: 

Acknowledgments.  The EAP partners provided EAP information to the energy sector, as well as 

the public, at many meetings and through a variety of media in order to build awareness. For this 

report, the names of the companies have often not been identified, and in places, replaced with 

"unnamed". Furthermore, the location of their facilities in the CEI Hub have not been pinpointed. 

This action was taken to promote participation from privately-owned energy sector operators 

while respecting their privacy when obtaining seismic vulnerability data associated with their 

facilities. 

 

Table 2:  List of stakeholders in this Earthquake Risk Study for Critical Energy Infrastructure 

Hub. 

Private sector 
fuel 

stakeholders 

Private sector 
electricity 

natural gas 
stakeholders 

Government 
Agency 

stakeholders 

Non-profit 
stakeholders 

Academic 
stakeholders 

 BP NW Natural 
Bonneville Power 
Administration 
(BPA) 

American Society 
of Civil Engineers 

University of 
British Columbia 

Chevron PacifiCorp City of Portland 
Western Energy 
Institute 

University of Utah 

ConocoPhillips 
Portland General 
Electric (PGE) 

City of Salem  
Western 
Washington 
University 

Kinder Morgan 
(KM) fuel 
terminals and 
pipeline 

Williams 
Northwest 
Pipeline 

Federal 
Emergency 
Management 
Agency (FEMA) 

  

McCall Oil  
Oregon Dept. of 
Transportation 

  

NuStar Energy LP  
Oregon 
Emergency 
Management 

  

Olympic Pipe Line 
Company 
(operated by BP 
Pipelines, North 
America) 

 

Oregon Seismic 
Safety Policy 
Advisory 
Commission 

  

Shell  Port of Portland   

  US Coast Guard   

  US Dept. of Energy   

  
US Geological 
Survey 
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Limitations 
This study did not entail site-specific vulnerability and risk studies, including studies of any 

particular facility or system, and provides only estimates of seismic vulnerability based on 

reconnaissance visual inspections, site-independent analyses and studies and existing site 

specific information conducted by CEI Hub facilities. The study is only an exploratory seismic 

risk study of the CEI Hub. Additional studies are required to obtain site specific conditions, and 

accurate and comprehensive vulnerability and risk data.   

 

While tsunami damage is expected to impact coastal areas, including maritime fuel transport 

through Columbia River mouth, DOGAMI did not assess damages from tsunami impacts in the 

CEI Hub because it was outside the scope of this project. Models of likely tsunami inundation 

from Cascadia earthquakes suggest that tsunami effects in the Columbia River diminish rapidly 

east of Astoria, and the possibility of tsunami inundation in Portland is remote. (Priest et al, 

1999). DOGAMI did not assess dam failure impacts to the CEI Hub because it was outside the 

scope of this project. 

 

Report Organization 
The report is organized into these sections: 

 

Summary of Report 

Section 1.  Introduction 

Section 2.  Characterization of Oregon's Natural Hazards 

Section 3.  Oregon's Energy Sector 

Section 4.  Seismic Hazards in the CEI Hub 

Section 5.  Energy Facilities and Vulnerabilities in the CEI Hub 

Section 6.  Summary of Findings  

Section 7.  Recommendations  

Section 8.  Acknowledgments  

Section 9. References  

Section 10. Appendices 

 

Funding 
Funding for this project was provided by the U.S. Department of Energy to the Oregon 

Department of Energy with American Recovery and Reinvestment Act (stimulus) funds through 

the Enhancing State Government Energy Assurance Capabilities/Planning for Smart Grid 

Resiliency. The Oregon Department of Energy received $547,749 in funding for the grant.   

The Oregon Department of Energy sub-contracted with the Public Utility Commission of 

Oregon, which sub-contracted with the Oregon Department of Geology and Mineral Industries, 

to produce this report.  

 

This material is based upon work supported by the U.S. Department of Energy under Award 

Number #DE-OE0000124. This report was prepared as an account of work sponsored by an 

agency of the United States Government. Neither the United States Government nor any agency 

thereof, nor any of their employees, makes any warranty, express or implied, or assumes any 

legal liability or responsibility for the accuracy, completeness, or usefulness of any information, 

apparatus, product, or process disclosed, or represents that its use would not infringe privately 
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owned rights. Reference herein to any specific commercial product, process, or service by trade 

name, trademark, manufacturer, or otherwise does not necessarily constitute or imply its 

endorsement, recommendation, or favoring by the United States Government or any agency 

thereof. The views and opinions of authors expressed herein do not necessarily state or reflect 

those of the United States Government or any agency thereof. 
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Section 2 
Characterization of Oregon's Natural Hazards 

 

The section discusses the natural hazards and risks in Oregon and summarizes key results from 

previous statewide earthquake and tsunami studies.  

 

Natural Hazards and Risk  
Oregon is exposed to a wide range of natural hazards, each with its own characteristic frequency 

and severity. Floods, wind and winter storms are expected to occur frequently in limited 

geographic area, and are, therefore, considered to be high-probability, low-consequence events. 

In contrast, large Cascadia Subduction Zone earthquakes and tsunamis rarely occur, but would 

results with significant, widespread damage. Cascadia earthquakes are considered to be low-

probability, high-consequence events.  

 

The earthquake hazard in Oregon varies depending on the location. The likelihood of an 

earthquake occurring in western Oregon is higher than in eastern Oregon, thus the earthquake 

hazard is considered to be higher in western Oregon (Figure 2). Considering the entire state of 

Oregon as a whole, the overall earthquake hazard can be considered as high to moderate. The 

earthquake risk, however, may be considered as very high.  The terms hazard and risk may be 

defined differently by engineers, business continuity specialists, social scientists, emergency 

managers, and others and may also vary depending on the specific context. In risk studies 

performed by engineers, the risk level is often determined as a function of the hazard (the 

probability of the earthquake occurring), the vulnerability of the exposure, and the consequences. 

Additional information on probability and risk concepts in engineering are covered in Ang and 

Tang (2007) and Garvey (2008).  

 

The State of Oregon’s Natural Hazards Mitigation Plan, produced by the Oregon Emergency 

Management with the assistance of many state agencies, is state government's plan to address 

natural hazards. This plan, available on http://opdr.uoregon.edu/stateplan, is in a continual 

process of being updated. Oregon’s Governor last approved and adopted the plan in 2009. The 

major hazards identified for Oregon in this plan include: climate change, coastal erosion, 

drought, dust storm, earthquake, fire (wildland-urban interface), flood, landslide and debris flow, 

tsunamis, volcanic, windstorm and winter storm. 

 
Development of Risk Matrix  
In the early stages of this EAP, DOGAMI assessed how different natural hazards compare with 

each other with respect to the hazard, vulnerability and consequence to rank how Cascadia 

earthquakes compare with other hazards. DOGAMI used the identified hazards identified in the 

State of Oregon’s Natural Hazards Mitigation Plan and created a qualitative statewide risk matrix 

for natural hazards. (See Table 3) The table was developed to provide a better understanding of 

the state's natural hazards and the risk to estimate the scale of potential future disasters. The risk 

scores include low, moderate, high and very high. The risk scores were subjectively determined 

by expert opinion and are based on the probability of the hazard, the vulnerability of the 

exposure, and the consequence of likely damage for the state as a whole. These scores do not 

specifically consider energy infrastructure.  

 

http://opdr.uoregon.edu/stateplan
http://opdr.uoregon.edu/resources/climatechange
http://opdr.uoregon.edu/resources/coastalerosion
http://opdr.uoregon.edu/resources/droughts
http://opdr.uoregon.edu/resources/duststorms
http://opdr.uoregon.edu/resources/earthquake
http://opdr.uoregon.edu/resources/fire
http://opdr.uoregon.edu/resources/flood
http://opdr.uoregon.edu/resources/landslides
http://opdr.uoregon.edu/resources/tsunamis
http://opdr.uoregon.edu/resources/volcanic
http://opdr.uoregon.edu/resources/windstorms
http://opdr.uoregon.edu/resources/winterstorms
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Table 3: Statewide Risk Matrix for Natural Hazards (Oregon Emergency Management identified 

the hazards list; EAP partners created the risk matrix) 

Description of Hazard  Hazard Vulnerability Consequence Risk Score 

Climate Change NE NE NE NE 

Coastal Erosion H M M M 

Drought M M H M 

Dust Storm L L M L 

Earthquake M VH VH VH 

Fire (Wildland-Urban Interface) H M M M 

Flood VH M M H 

Landslides and Debris Flow VH M M H 

Tsunamis M H VH H 

Volcanic L M M M 

Windstorm M M H M 

Winter Storm VH H H H 

     

Explanation: VH=very high; H=high; M=moderate; L=Low; NE=not estimated    

 

The earthquake hazard is only moderate because earthquakes are rare. For example, a magnitude 

8 or so Cascadia earthquake has a recurrence interval of about 250 years, and a magnitude 9 

Cascadia earthquake has a recurrence interval of about 500 years. The earthquake vulnerability 

score is very high because the vast majority of Oregon's existing infrastructure has been designed 

and constructed without seismic resistance considerations. The consequence score is also very 

high because damage will likely be widespread and, in many places, severe. Finally, the 

earthquake risk score is very high because when a major earthquake occurs, it will likely result in 

a high loss of life, economic damages, and long-term impacts. 

 

Method to Develop Risk Score  
In developing the risk scores, DOGAMI gave broad consideration to numerous factors that 

would have a statewide significance. Factors include the hazard’s: onset pattern (ie. earthquakes 

do not have forewarning, but tsunamis have at least minutes of warning); frequency (ie. 

earthquakes are rare, but storms are frequent); geographic location and spatial extent (ie. 

Cascadia earthquakes can suddenly impact all of western Oregon, whereas fires are localized); 

severity of impact resulting in many fatalities and/or high economic losses (ie. earthquakes can 

cause widespread physical damage to critical energy infrastructure, transportation, emergency 

response facilities and other essential facilities). As specific examples, coastal erosion and 

tsunamis are limited to the coastal areas, whereas winter storms and fires can occur anywhere in 

the state.  

 

The risk matrix can be used to help determine and prioritize risk management strategies. For 

each hazard, a single ranking of low, moderate, high or very high was subjectively selected for 

the probability of the hazard, vulnerability, and consequence. Low, moderate, high and very high 

were assigned values of 1, 2, 3 and 4, respectively. The risk score was calculated by taking the 

square root of the sum of the squares, and assigned as low, moderate, high or very high for 

values less than 3, 3 to less than 4.5, 4.5 to less than 6, and 6 or greater, respectively.  

 

 

http://opdr.uoregon.edu/resources/climatechange
http://opdr.uoregon.edu/resources/coastalerosion
http://opdr.uoregon.edu/resources/droughts
http://opdr.uoregon.edu/resources/duststorms
http://opdr.uoregon.edu/resources/earthquake
http://opdr.uoregon.edu/resources/fire
http://opdr.uoregon.edu/resources/flood
http://opdr.uoregon.edu/resources/landslides
http://opdr.uoregon.edu/resources/tsunamis
http://opdr.uoregon.edu/resources/volcanic
http://opdr.uoregon.edu/resources/windstorms
http://opdr.uoregon.edu/resources/winterstorms
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Previous Statewide Earthquake Studies  
For most of Oregon's history, the seismic potential was considered to be minimal. Even as late as 

1980 during the Mt. St. Helens volcanic eruption, geologists were generally unaware of Oregon's 

major faults and their earthquake potential. During the 1980s, geologists learned about the 

Cascadia Subduction Zone and that it could produce large earthquakes. By the late 1980s, there 

was general consensus among earthquake scientists that the Cascadia fault could unleash a 

magnitude 8 or higher earthquake and accompanying tsunami (Wang, 1998a). Since that time, 

scientific research has continued to improve our understanding of the Cascadia fault and 

numerous earthquake and tsunami studies have been performed. 

 

Figure 2 shows a current scientific model of the location of the Cascadia Subduction Zone. The 

potential rupture surface of the Cascadia fault extends from the western edge (white line with 

triangles) to the eastern edge (dashed black line). The eastern edge of the fault is important 

because, in general, the shaking levels are closer to the fault.  

 

 
Figure 2:  Cascadia Subduction Zone between the black dashed line and the white line with 

triangles. (Witter et al, 2011).  

 

Statewide Damage and Loss Estimates 
In 1998, Oregon was the first state in the nation to conduct a statewide earthquake damage and 

loss study (Wang, 1998b, Wang and Clark, 1999). Using HAZUS97, a damage and loss 

estimation software package from FEMA, DOGAMI produced a technical report that included 

evaluations of damage and losses for the entire state for 1) a magnitude 8.5 Cascadia earthquake 

and 2) a 500-year return interval probabilistic ground motions.  In the second evaluation, the 

ground motions expected to be met or exceeded in a 500-year period are used in the building 

code to design for earthquake shaking. 

 

As part of that study, DOGAMI developed a statewide soils map. Next, DOGAMI developed a 

suite of ground motions that integrated the soils map. The ground motions were used to estimate 
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damage to infrastructure from shaking. Figure 3 illustrates how layers of information are used to 

determine damage where the uppermost layer depicts highest damage in red (Wang, 1998b). 

Figure 4 shows a spectral velocity map of Oregon at 0.3 seconds, which was one of the ground 

motion maps used to estimate damage (Wang, 1998c). The statewide damage and loss 

assessment was conducted in two parts, both indicating severe losses. Building damage from a 

hypothetical magnitude 8.5 Cascadia earthquake was estimated using FEMA's HAZUS97 

software and indicated almost 1,000,000 buildings with some level of damage from earthquake 

shaking (Wang and Clark, 1999). Fatalities were estimated using crude methodologies and 

indicated more than 3,000 fatalities from tsunamis, 2,000 fatalities from severe building damage, 

and many more casualties. (Wang, 1999) 

 

 
Figure 3: Schematic showing a statewide GIS-based (HAZUS97) study damage and loss 

assessment using probabilistic ground motions that represent equal seismic hazards throughout 

Oregon. (Wang, 1998b) 
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Figure 4:  Spectral Velocity Map of Oregon at 0.3 seconds (Wang, 1998c) 

 

Today, earthquake scientists have gained a better understanding of the Cascadia fault, the soils in 

Oregon, and expected ground motions. Researcher Chris Goldfinger and his colleagues have 

examined the offshore geologic record of large Cascadia earthquakes in the past 10,000 years. 

(Goldfinger et al, 2012) Figure 5 shows a simplified timeline of Goldfinger's findings, which 

indicate over 40 earthquakes (DOGAMI, 2010). Seismic hazards are further discussed in Section 

4.  

 

 
Figure 5: 10,000 year record of past large magnitude earthquakes on the Cascadia Subduction 

Zone. (DOGAMI, Cascadia Winter 2010) 

 

Lessons from Recent Subduction Zone Earthquakes 
In recent years, three significant earthquakes have occurred in subduction zones around the 

world. These include: 

 2004 magnitude 9.1 Sumatra earthquake 

 2010 magnitude 8.8 Chile earthquake  

 2011 magnitude 9.0 East Japan earthquake  
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Each time a major subduction zone earthquake occurs, earthquake professionals working in the 

Cascadia region gather important earthquake information and learn a great deal more about the 

Cascadia Subduction Zone.  

 

In the Sumatra earthquake, one big lesson learned was that tsunamis can kill over 200,000 people 

from one side of the ocean to the other side. The tsunami hit and killed people in Sumatra, but 

also traveled across the Indian Ocean and killed people in 12 other countries including Thailand, 

India, and Sri Lanka. In 2009, stakeholders from the Pacific Northwest discussed tsunami 

vertical evacuation refuges as a new mitigation option. (Wang, 2010a)  

 

In the 2010 Chile earthquake, moderate shaking damaged an oil refinery that was rendered 

inoperable for months. Earthquake professionals working in the Cascadia region learned lessons 

on the importance of critical infrastructure. (Wang, 2010b) 

 

In the 2011 Japan disaster, the electrical sector was impacted not only by damaged nuclear and 

thermal power plants, but also by undamaged nuclear power plants, which were shut down due 

to the public's concern about their safety. Also, one electric company experienced damage to 85 

of its high voltage transformers. The Oregon Seismic Safety Policy Advisory Commission 

adopted policy recommendations to address the issue of critical infrastructure (including fuel and 

electric) following the Japan earthquake. 

(http://www.oregon.gov/OMD/OEM/osspac/docs/lessons_recomm_7-11.pdf).  They are 

reprinted in the Winter 2012 Cascadia (DOGAMI).  

 

Based on observations from historical earthquakes, scientists have determined that 1) large 

earthquakes release more energy and produce stronger ground shaking than small earthquakes, 

2) the level of ground shaking lowers with distance away from epicenter of the earthquake, and 

3) damage is typically concentrated nearer the epicenter of the earthquake as well as in farther 

locations with soft soil deposits, such as old lake bed soils.  Based on post-earthquake field visits 

after the 2004, 2010 and 2011 subduction zone earthquakes, co-author Yumei Wang, observed 

that the damage in those subduction zone earthquakes was concentrated in three areas:  

 

1. Tsunami inundation zones, 
2. Areas of permanent ground deformation, such as landslides and liquefaction 

zones, and 
3. Seismically weak buildings and infrastructure. 

  

http://www.oregon.gov/OMD/OEM/osspac/docs/lessons_recomm_7-11.pdf
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Section 3: Oregon’s Energy Sector 
 

This section provides an overview of Oregon's energy sector, the CEI Hub project study area, 

and Oregon's economic interdependencies with the energy sector.  

 
Overview of Energy Sector  
Three energy sources are considered—electricity, natural gas and fuel oil. The energy sectors 

have separate systems for supplying their products and/or services. Not surprisingly, each has 

sector-specific seismic vulnerabilities.  

 

The crude oil used in Oregon originates in the Alaska North Slope oil fields. The Trans Alaska 

Pipeline transports crude oil from these oil fields to the Valdez terminal in southern Alaska. 

From there, barges, tankers and pipelines carry the crude oil to four refineries located in the 

Puget Sound area of Washington State, which provide more than 90 percent of Oregon’s refined 

petroleum product. About 75 percent of the product is transported via the Olympic Pipeline to 

seven petroleum distribution terminals located within close proximity of one another in the CEI 

Hub project study area, further described in the next section. The remaining fuel coming to 

Oregon from the Washington State refineries is transported by tanker vessels to the Portland 

facilities. (ODOE, 2011)  

 

In 2010, Oregon’s electrical power mix from a variety of power plants was 0.77% biomass, 

35.46% coal, 0.12% geothermal, 38.74% hydroelectric, 0.04% landfill gases, 16.24% natural 

gas, 3.66% nuclear, 0.14% other, 0.17% petroleum, 0.34% waste, and 4.31% wind (ODOE 

Power Mix Fact Sheet, 4/4/12). The electrical grid that serves the state of Oregon is coordinated 

and highly interconnected with similar systems in the 13 western U.S. states, parts of northern 

Mexico and western Canada.  Critical grid functions, in relation to Oregon, are most 

predominately the responsibility of the Bonneville Power Administration (BPA), Western 

Electricity Coordinating Council (WECC), PacifiCorp and PGE.  On a local level, the electric 

distribution systems, as well as some transmission and generation, are also the responsibility of 

Oregon’s numerous municipal and public power agencies.  Being integrated, Oregon’s 

generation and transmission systems are exposed to adverse events that may be caused over a 

thousand miles away.  In theory, Oregon’s electric resiliency (e.g., reliability) can be 

significantly impacted by transmission or generation related events that could occur anywhere in 

the entire interconnected region. Conversely, events emanating within Oregon could also 

significantly impact other states. The prudent management, operations, planning and 

maintenance of bulk power transmission and generation grids play a fundamental role in 

Oregon’s electric resiliency (RW Beck, 2011).  

 

Oregon receives natural gas from British Columbia, Alberta, Wyoming, Colorado and New 

Mexico. Two connected interstate pipelines currently serve Oregon customers. The Williams 

Company pipeline and the Gas Transmission Northwest (GTN) pipeline owned by the 

TransCanada Corporation bring product from the Rocky Mountains and Canada. The Ruby 

Pipeline transports domestic natural gas 675 miles across four states from Opal, Wyoming to the 

existing Gas Transmission Northwest (GTN) pipeline near Malin, Oregon. According to the 

Northwest Gas Association (NGWA), the Pacific Northwest is home to more than 48,000 miles 

of natural gas transmission and distribution pipelines (ODOE, 2011). 
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More information on the energy assurance project, including the Oregon Energy Assurance Plan 

is at http://www.oregon.gov/ENERGY/docs/OregonStateEnergyAssurancePlan.pdf.  

 
Critical Energy Infrastructure (CEI) Hub: Project Study Area 
The study region for this project was determined based on the location and importance of 

Oregon's liquid fuel oil terminals. Oregon's liquid fuel terminals are located along a six-mile 

stretch along the lower Willamette River in Portland. As part of this study, we identified and 

termed these six miles as the "critical energy infrastructure Hub" or CEI Hub. The CEI Hub is 

located in a region of high seismicity (Figure 6, FEMA 2002).  

 

 
Figure 6: Map showing regions of high, moderate and low seismicity. The CEI Hub is in the high 

region (FEMA, 2002). 

 

The CEI Hub covers a six-mile stretch of the lower Willamette River located between the south 

tip of Sauvie Island and the Fremont Bridge on US Highway 30. The energy sector facilities in 

the CEI Hub include:  

 

 All of Oregon’s major liquid fuel port terminals (see Figures 7, 8 and 9) 
 Liquid fuel transmission pipelines and transfer terminals 
 Natural gas transmission and distribution pipelines  
 Liquefied natural gas (LNG) storage facility 
 High voltage electric substations and transmission lines 
 Electrical substations for local distribution 

http://www.oregon.gov/ENERGY/docs/OregonStateEnergyAssurancePlan.pdf


35 
 

 
Figure 7: The liquid fuel oil terminals for more than 90 percent of Oregon's supply are located 

at the end of the line (yellow dot) in Portland, Oregon. (http://www.bppipelines.com/cartoon-

maps/olympic.pdf) 

 

 
Figure 8: Oil terminals in the southern portion of the CEI Hub. (DOGAMI photo)  

 

http://www.bppipelines.com/cartoon-maps/olympic.pdf
http://www.bppipelines.com/cartoon-maps/olympic.pdf
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Figure 9: Oil terminals in the northern portion of the CEI Hub (foreground of photo). (DOGAMI 

photo) 

 

Petroleum enters the state by pipeline and marine vessels and is transferred to terminals at the 

CEI Hub before it is distributed throughout Oregon to the end user. Once the product reaches the 

CEI Hub, tanker trucks deliver fuel to customers in the Portland metro area, barges deliver fuel 

farther east on the Columbia River, and a pipeline continues south to a terminal in Eugene. Fuel 

is distributed throughout Oregon, including to the Portland International Airport and many other 

major consumers. 

 

Oregon's oil terminals are located along the western bank of the Willamette River (Figures 8 and 

9).  The Portland fuel terminals are on a six-day delivery cycle. On average, terminals have a 

three to five day supply in the tank farm for regular unleaded gasoline and diesel fuel. Premium 

gasoline is subject to the daily delivery and heavily dependent on whether an inter-company 

pipeline on Front Avenue is operational. All seven terminals have the capability to receive 

product by vessel. However, only Chevron and Kinder Morgan terminals have the marine vapor 

recovery systems required to load unleaded fuel onto vessels for transport up the Columbia River 

to Pasco, Washington. Diesel can be loaded on vessels without the vapor recovery systems. 

Vessel deliveries vary. Chevron reports on average, its terminal receives a shipment by barge 

every three or four days and by ship every seven or eight days. (Portland PBEM, Earthquake 

Response Appendix, January 2012, 

http://www.portlandonline.com/oem/index.cfm?c=53895&a=382005)  

 

A significant portion of Oregon’s natural gas passes through the CEI Hub. Also, three high 

voltage (115 kV and 230 kV) electrical transmission lines cross the area as well as feed the 

distribution network for the local area. 

 

Economic Interdependencies with the Energy Sector  
In August 2003, Americans got a dramatic "wake up call" concerning the vulnerability of 

electrical systems and the resultant regional and national consequences as a result of the 

Northeast Blackout. The blackout affected five states, 50 million people, and caused an estimated 

$4 to $10 billion in business interruption losses in the central and eastern US. The power outage 
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caused "cascading" failures to water systems, transportation systems, hospitals, and numerous 

other critical infrastructures (National Research Council, 2011).  

 

Oregon's economy, like all other states, has complex interdependencies. The reliability of energy 

lifelines is vital to ensure the protection of public health and safety. Any prolonged or severe 

disruption of one or more energy system could put many lives at risk as well as strain the state's 

economy. To better understand the economic interdependencies with the energy sector, co-author 

Miles conducted a statewide economic study to evaluate the economic interdependencies of 

Oregon’s energy sector by comparing the interdependencies of electricity, natural gas and liquid 

fuel as well as critical infrastructure with the rest of Oregon’s economy. This work is part of a 

National Science Foundation-funded research project (Grant #0927356) entitled “Repeat 

Disaster Impact to Infrastructure Networks and Their Effects on Economic Agent Recovery.” 

This part of the study was peer reviewed and is included as Appendix A.  

 

The findings show that if available electricity, natural gas and liquid fuels were significantly 

reduced, the direct and non-direct dollar losses would have major socio-economic consequences 

to Oregon. In a scenario where all energy sectors are disrupted, there would be $0.39 of 

economy-wide impact for every $1.00 of lost output by the energy sector. The sectors with the 

largest financial impact are Services, followed by Wholesale/Retail, Construction, Non-Durable 

Goods, Electricity, Communications, Mining, Durable Goods, Petroleum, and Transport by Rail. 

The impact to Services is about an order of magnitude greater than the other sectors. For 

employment impacts, a minimum of 2.42 jobs would be expected to be lost for every direct job 

lost in the energy sector. Electric companies have the greatest monetary and employment impact 

potential of the three energy sources. In summary, the study concludes that the total impact from 

a Cascadia earthquake on the energy sector would include the direct damage to energy facilities, 

the loss of sales, losses from secondary effects, including job losses, and a multitude of 

cascading functional impacts which would potentially have economic impacts of their own. 

 
Comparison with Other Economic Studies 
After the 1994 Northridge, California earthquake, Tierney (1997) found that the second most 

common reason for business closure, behind having to clean up debris, was a loss of electricity. 

The most significant impacts were seen in the finance, insurance, and real estate and construction 

industries. Finance, insurance and real estate services were also impacted the most in the WWU 

study on Oregon energy disruption. A study by Tierney and Nigg (1995) compared the 

dependency of businesses to five types of infrastructure between Memphis, Tennessee and Des 

Moines, Iowa with respect to potential (Memphis; earthquake disruption) and actual (Des 

Moines; 1993 Midwest floods) disruption. Table 4 (Memphis) shows the results of that study. In 

both cases, businesses depend most on electricity, while depending on natural gas third most. In 

the study of the business impacts from the 1993 Midwest floods, Tierney (1994) wrote the 

following, which provides further insight into the importance of energy infrastructure:  

 

"Overall, electricity was rated as the most critical lifeline service by both large and small 

businesses, with the former considering electric service more important than the latter. 

Large manufacturing and construction firms and both large and small companies in the 

finance, insurance, and real estate sectors were more likely than other businesses to rate 

electricity as critical to their operations. While small businesses generally considered 
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telephone service to be the second most critical lifeline, large businesses appeared to 

view telephones, water, sewer service, and natural gas as equally critical." 

 

Table 4. Results of surveys to businesses in Memphis, Tennessee asking the degree of 

importance on five types of infrastructure (Tierney and Nigg, 1995). 

 
 

A study by Rose et al. (2007) on the economic impacts of electricity outage due to a terrorist 

attack on Los Angeles, California found that the services sector was most impacted by a 

significant margin. This is not surprising as the input-output analysis found that services and 

manufacturing are the two main business users of electricity. 

 

None of the studies included direct dependence on liquid fuel. Nonetheless, the studies have 

confirmed the general validity of our findings and the importance of resilient infrastructure, as 

well as the significant economic impact that would arise due to energy disruption from a 

Cascadia earthquake in Oregon.  
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Section 4 
Seismic Hazards at the CEI Hub 

 

For this study, DOGAMI used earthquake parameters that reflect magnitudes ranging from 8 to 

9. A hypothetical magnitude 8 or 9 earthquake would be located about 63 miles (100 km) west of 

the CEI Hub in Portland, Oregon just offshore from the city of Tillamook. Both earthquakes 

assume the distance is from the down-dip rupture limit of the Cascadia Subduction Zone, which 

is the eastern-most edge of the fault, to the CEI Hub (Witter et al, 2011). The hypothetical 

magnitude 9 earthquake would stretch from coastal Cape Mendocino, California to Vancouver 

Island, British Columbia (Figure 10). 

 

 
Figure 10: Cascadia Subduction Zone showing the fault's western boundary (red dashed line), 

which is closest to the ground surface, and the easterly dipping fault plane (yellow) (DOGAMI, 

2012). 

 

Seismic Hazards in the CEI Hub Area 
The primary seismic hazards that would impact the CEI Hub area are:   

 

  Ground shaking 

 Liquefaction (soil behavior phenomenon in which a saturated sand softens and loses 

strength during strong earthquake ground shaking) 

 Lateral spreading (where surficial soil permanently moves laterally due to earthquake 

shaking) 

 Landslides 
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 Co-seismic settlement (where the ground surface is permanently lowered due to seismic 

shaking) 

 Bearing capacity failures (when the foundation soil cannot support the structure it is 

intended to support) 

 

In addition, secondary seismic hazards can be initiated and include: 

 

 Seiches (waves that oscillate in water bodies often initiated by ground shaking) 

 Fire 

 Hazardous material releases, such as fuel overtopping tanks by sloshing (occurs when 

liquid becomes agitated by ground shaking) 

 

Liquefaction and lateral spreading hazards are of primary concern to the fuel supply waterfront 

facilities. For this reason, DOGAMI performed ground deformation analyses to better 

understand the nature of the hazard and the possible mitigation needs. A section on the 

deformation analyses is included in this study. Tsunamis are expected to damage the coastal 

areas, including ports along the coast and Columbia River mouth, but are not expected to cause 

significant damage in the Portland waterways. Following is a summary of these seismic hazards: 

 

Active Fault Sources  
Many earthquake faults capable of producing damaging earthquakes exist in the area of the CEI 

Hub. The most threatening fault is the Cascadia Subduction Zone fault (Cascadia fault) which 

lies just offshore of the Oregon coast (see Figures 10 and 11). The Cascadia fault has produced 

over 40 large magnitude earthquakes during this past 10,000 years, with the last major 

earthquake occurring on January 26, 1700. The 1700 Cascadia earthquake likely caused 

extensive ground shaking that extended from the Cape Mendocino area in Northern California to 

British Columbia, Canada, as well as a large tsunami. This tsunami first hit the low lying areas 

along the Pacific Northwest coast, then traveled across the Pacific Ocean to cause damage to 

Japan's coast.  

 

Based on the 10,000 year record of past Cascadia earthquakes (Goldfinger, 2012),  Oregon will 

certainly experience another magnitude 8-9 earthquake in its future. This future earthquake, 

which has the same type of subduction zone process as the March 11, 2011 East Japan 

magnitude 9 earthquake, will be accompanied by a coastal tsunami.  
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Figure 11:The Cascadia Fault is Oregon’s most threatening fault and can produce a magnitude 

9 earthquake and accompanying coastal tsunami waves. (modified from DOGAMI, 2010) 

 

Based on data that was used to develop the U.S. Geological Survey's (USGS) probabilistic 

ground motion maps, the Portland Hills fault is located in the CEI Hub area and can produce a 

magnitude 7 earthquake (USGS, 2008). In addition, the likelihood of this earthquake occurring is 

approximately 1% in the next 50 years (USGS National Seismic Hazard Mapping Program: 

https://geohazards.usgs.gov/eqprob/2009/index.php) whereas a magnitude 9 Cascadia earthquake 

has a likelihood as high as 14% in the next 50 years (USGS, 2008). 

 

Ground Shaking Characteristics 
The USGS has determined the ground shaking characteristics caused by faults. The State of 

Oregon has adopted building codes that incorporate this information. All of Oregon is exposed to 

seismic hazards. Higher levels of ground shaking are expected for western Oregon due to the 

Cascadia fault on the Cascadia Subduction Zone. Figure 12 shows Oregon’s ground shaking 

seismic hazards with higher expected shaking levels represented by “hotter” (or red) colors. This 

is the 2008 USGS national seismic hazard maps for 0.2 second spectral acceleration for 2 percent 

probability of exceedence in 50 years with shaking expressed in percent gravity. This type of 

information is used by engineers for design purposes. The duration of shaking is not indicated by 

this map. Additional technical information on ground shaking characteristics is provided below. 

For a non-technical description of ground shaking, we suggest that you skip to the next section, 

earthquake intensity.  

 

https://geohazards.usgs.gov/eqprob/2009/index.php
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Figure 12: Ground shaking map of Oregon and Washington for rock conditions used in building 

codes. Red, orange, yellow areas indicate more shaking than beige, green areas.This map shows 

the shaking level from all possible earthquake sources, based on a probability of exceedance of 

2% in the next 50 years. 
http://earthquake.usgs.gov/hazards/products/conterminous/2008/maps/wus/pacnw/3hzSA.OrWa.jpg 
 

For the CEI Hub, the ground motions induced by a magnitude 8 to 9 Cascadia earthquake are 

expected to produce significant damage, particularly in areas of weak soils and weak 

infrastructure. More specifically for a hypothetical magnitude 9 earthquake, the peak ground 

accelerations (PGA) in the CEI Hub at the ground surface would be expected to be on the order 

of 0.18 g (Clark and Roddey, 2005). This 0.18 g value was developed by the USGS national 

seismic hazard mapping project group as part of the Cascadia Region Earthquake Workgroup 

Cascadia earthquake scenario (http://earthquake.usgs.gov/hazards/).  Earlier studies by Wong et. 

al (2000) provided a range between 0.15 and 0.20g at the ground surface. Based on past 

subduction zone earthquakes and on numerical modeling, strong shaking from a magnitude 8 

earthquake is expected to last on the order of 80 seconds on firm rock sites (such as the Portland 

Hills) and about 120 seconds on soil sites (such as by the Willamette River (personal 

communication, Art Frankel, USGS). For a magnitude 9 earthquake, the duration of the shaking 

may be slightly longer than a magnitude 8 because about 32 times more energy is released. 

 

The PGA values used for design purposes in the proximity of the CEI Hub are on the order of 

0.36 g at the ground surface for sites with soils that commonly exist in the CEI Hub. This is 

based on a PGA value of 0.3 g on sites underlain by soft rock (defined as having a shear wave 

velocity of 760 m/s by the USGS). This value was determined using the USGS's web tools for a 

975 year mean return time (https://geohazards.usgs.gov/deaggint/2008). The USGS method 

considers many fault sources. In this case, these fault sources are considered to be principal 

http://earthquake.usgs.gov/hazards/products/conterminous/2008/maps/wus/pacnw/3hzSA.OrWa.jpg
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sources: Cascadia megathrust, Cascadia intraplate, Western US crustal faults on a grid, crustal 

faults in Oregon and Washington, and the Portland Hills fault. For more information on the 

USGS method and the fault sources, please refer to the USGS national seismic hazard mapping 

project (http://earthquake.usgs.gov/hazards) and USGS Open-File Report 2008–1128, 

Documentation for the 2008 Update of the United States National Seismic Hazard Maps (USGS, 

2008).  For sites underlain by soil type Se, which is defined by the building code as soils that soil 

transmit shear waves at a velocity of 200 m/s or less for the upper 30m, shaking is expected to be 

stronger due to the site amplification effect in these types of soils. Soil type Se has been 

identified in geotechnical reports in the many parts of the CEI Hub.  Using an amplification 

factor of 1.2, the PGA at the ground surface is expected to be about 0.36 g. The amplification 

factor is from the "Guide Specifications for LRFD Seismic Bridge Design", provided in Table 

3.4.2.3.1 - Values of Fpga and Fa as a Function of Site Class and Mapped Peak Ground 

Acceleration or Short-Period Spectral Acceleration Coefficient (AASHTO, 2009).   

 

Earthquake Intensity 
The effects of an earthquake on people and objects is measured by the intensity scale, which in 

contrast to engineering ground motion characteristics used for design, is a scale designed for use 

by the general public. The intensity scale consists of a series of certain key responses such as 

people awakening, movement of furniture, damage to chimneys, and finally - total destruction. 

The Modified Mercalli Intensity (MMI) scale, shown in Figure 13, comprises 12 increasing 

levels of intensity that range from imperceptible shaking to catastrophic destruction, and is 

designated by Roman numerals. It does not have a mathematical basis; instead it is an arbitrary 

ranking based on observed effects. The MMI value assigned to a specific site after an earthquake 

is a more meaningful measure of severity for the non-scientist than the magnitude, which 

expresses the energy released by the earthquake on a logarithmic scale, because intensity refers 

to the effects actually experienced at that place. In general, lower MMI values relate to the 

manner in which the earthquake is felt by people. Higher MMI values are based on observed 

structural damage. (http://earthquake.usgs.gov/learn/topics/mercalli.php) (Wald et al, 1999) 
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Figure 13: Earthquake Intensity Scale (http://quake.abag.ca.gov/shaking/mmi/ ) 

http://quake.abag.ca.gov/shaking/mmi/
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A magnitude 9 Cascadia earthquake (Figure 14)  would likely produce MMI values of VIII and 

IX along the coast in most locations except for areas with tsunami flooding and areas of unstable 

soils. Most areas with coastal tsunami flooding would experience major destruction with damage 

levels equivalent to MMI X to MMI XII values. Areas of unstable soils in western Oregon could 

experience major destruction reaching MMI IX to X, with very limited areas seeing even greater 

damage.  The MMI values would decrease towards the east. The Willamette Valley would likely 

experience MMI VI and MMI VII with localized areas of MMI VIII associated with unstable 

soils. East of the valley would likely experience MMI V and lower.   

Local earthquakes in 1877 and 1962 produced ground shaking levels as high as MMI VII in 

portions of Portland. (Bott and Wong, 1993) 

  



46 
 

 

 
Figure 14: Expected ground shaking from a Cascadia Subduction Zone earthquake with red as 

areas of highest shaking levels, which would result with the highest damage. (DOGAMI, 

Cascadia Winter 2012) (DOGAMI, 2012, 

http://www.oregongeology.com/pubs/cascadia/CascadiaWinter2012.pdf) 

 

Potentially Unstable Soils 
Near-surface soil deposits, those within the top 100 feet of the ground surface, can have a variety 

of ground responses when subjected to earthquake shaking. Soils with specific engineering 

properties, such as slow shear wave velocity, can increase or decrease the shaking levels 

depending on specific ground motion characteristics (e.g., frequency). The shear wave velocity 

of soil, which is related to the density of the soil, is the velocity at which specific seismic waves 

travel through the soil deposit. Some soils with slower shear wave velocity can also liquefy in a 

http://www.oregongeology.com/pubs/cascadia/CascadiaWinter2012.pdf
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process called liquefaction. (See Section 5) Soils with shear wave velocity of 1,200 feet per 

second (360 meters/second) or generally slower are typically found in valleys and near water 

bodies. (Wang et al, 1998) Figure 15 is a statewide National Earthquake Hazard Reduction 

Program (NEHRP) soils map shows areas with potentially unstable soils with respect to 

earthquake shaking. Areas shown in red (Sf), orange (Se) and bold yellow (Sd) have the potential 

to amplify earthquake ground shaking. In addition, areas shown in red in western Oregon have 

the highest potential for liquefaction and lateral spreading. Areas shown in orange and dark bold 

yellow (often adjacent to areas in orange) in western Oregon have the potential for liquefaction. 

Eastern Oregon will not have significant liquefaction in a Cascadia earthquake because shaking 

will be much weaker there. 

 
Figure 15: Statewide National Earthquake Hazard Reduction Program (NEHRP) soils map. 

Areas in red, orange and yellow have potentially unstable soils with respect to earthquake 

shaking. These areas can experience amplified ground shaking, liquefaction, and lateral 

spreading (Wang et al, 1998)  

 

Figure 16 shows a portion of a relative earthquake hazard map of Portland area indicating areas 

with liquefaction, amplification of ground shaking, and landslide susceptibilities (Mabey et al, 

1997). Areas in red and orange have a higher relative susceptibility to at least two of the hazards. 

In general, the areas by the rivers are susceptible to liquefaction and lateral spreading.  
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Figure 16: A portion of a relative earthquake hazard map of Portland area indicating areas with 

liquefaction, amplification, and landslide susceptibilities (in red, orange and yellow). (Mabey et 

al, 1997) 

 

Liquefaction 
Liquefaction can be triggered by earthquakes and occurs in loose, water-saturated, sandy soils 

and will result in liquefied soils with low strength (See Figure 17). Structures founded on or 

buried within liquefied soils can experience significant damage due to the reduction in soil 

strength. Buildings can sink several feet into the ground and buried pipes and tanks can float to 

the ground surface. (See Figure 18) The CEI Hub is adjacent to the Willamette River and has 

extensive deposits of highly liquefiable soils (See Figures 19 and 20, Mabey et al, 1996 and 

Mabey et al, 1993).. These soils (made of sand, silt, gravel and clay) have been naturally 

deposited by river activity or have been created from man-made activities, such as hydraulically 

placed material from river dredging (See Figure 21) or debris placed as landfill.  
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Figure 17: Liquefaction process explanation (US Geological Survey) 

 
Figure 18: Buried tank in liquefied soil that was uplifted due to buoyancy forces in the 1993 

Hokkaido-Nansei-Oki Earthquake and Tsunami in Japan (Photo permission on 1/9/12 from 

Youd; Youd, T.L. et al 1995, Photo taken by R. Chung)   

 

 
Figure 19: Map showing liquefaction potential in the northern part of the CEI Hub (Mabey et al, 

1996) 
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Figure 20: Map showing thickness of liquefiable sediment in the southern part of the CEI Hub 

(Mabey et al, 1993) 
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Figure 21:  This photo was taken in the early 1900s and shows river dredging activity in the 

Guild’s Lake area south and adjacent to the CEI Hub. Dredged material can be comprised of 

highly liquefiable soil. (Oregon Historical Society photo) 

 

Lateral Spreading 
Lateral spreading occurs when the ground permanently moves laterally due to earthquake 

shaking. (See Figure 22) Lateral spreading is common along river fronts because river deposited 

soils are often weak and water saturated, conditions that can increase susceptibility. Lateral 

spreading can occur on gentle slopes (e.g., less than 1 percent), on flat ground with a distant 

slope face, and by waterfront retaining structures. Lateral spreading often occurs in liquefied 

soils, but is not restricted to liquefied soils. The magnitude of lateral spreading can range from 

inches to several feet, and in extreme cases as in flow slides, hundreds of feet. Lateral spreading 

features include fissures and slumping. Figures 23 and 24 are examples of lateral spreading from 

the 2010 magnitude 8.8 Chile earthquake.  

 

The CEI Hub is adjacent to the Willamette River and has extensive deposits of soils highly 

susceptible to lateral spreads (Figure 25, Mabey et al, 1993). Due to the significant concerns 

about lateral spreading hazards in this area, DOGAMI performed dynamic analyses to model 

possible ground deformations. Results from a ground deformation analysis are located at the end 

of this section.  
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Figure 22: Lateral spreading process illustration (US Geological Survey) 

 

 

Figure 23: Lateral spreading damage from the 2010 magnitude 8.8 Chile earthquake. (Technical 

Council on Lifeline Earthquake Engineering - TCLEE) 
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Figure 24: Lateral spreading damage from the 2010 magnitude 8.8 Chile earthquake. (Technical 

Council on Lifeline Earthquake Engineering - TCLEE) 

 

Co-Seismic Settlement 
Co-seismic settlement is where the ground surface is permanently lowered due to seismic 

shaking and occurs in certain types of soft, loose soils, such as liquefied soils. The CEI Hub area 

has soils that are generally susceptible to co-seismic settlement, in some places, on the order of a 

few inches or more. When soils experience uniform settlement, structures are often unharmed. 

However, when soils experience differential settlement, structures can incur damage. For 

example, rigid pipe fittings often break when the surrounding ground shifts.   

 

Bearing Capacity Failures 
Bearing capacity failures can occur during shaking when the foundation soil cannot support the 

structure it is intended to support. This occurs when the sub-grade soils have not been engineered 

and constructed adequately. The CEI Hub area has soils that are generally susceptible to co-

seismic bearing capacity failures, including from liquefied soils. When soils experience 

differential settlement, structures can tilt and incur damage. For example, tanks can tilt and 

internal floating roof apparatus can become inoperable. 

 

Landslides 
Landslides are land masses that move down slope and result in permanent ground deformation. 

Many types of landslides exist, including fast moving and slow moving types and can occur on 

steep ground to even level ground. Earthquakes can trigger thousands of landslides due to the 

ground shaking over a wide region and can cause extensive damage. The CEI Hub area has 

several mapped landslides including debris flows from the West Hills and rock falls and slumps 

along US Highway 30. These mapped landslides are likely from past rainfall events and not by 

past earthquake activity.   

 

Seiches 
Seiches are waves that oscillate in water bodies and can be initiated by ground shaking. Seiches 

can vary from minor (e.g., centimeters in height) to over 10 feet and last up to hours. 

Theoretically, the Willamette River in the CEI Hub area can experience a seismically-induced 

seiche.  
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Figure 25: Lateral spreading susceptibility map of southern portion of CEI Hub (Mabey et al, 

1993) 
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Figure 26: Welded steel water tank damaged in 1992 Landers, California earthquake. (Photo - 

Curt Edwards, Technical Council on Lifeline Earthquake Engineering - TCLEE) 

 

Fires 
Fires are often triggered as secondary effects from earthquakes. Numerous potential ignition 

sources are available in the CEI Hub area. Certain types of fires, such as fires with predominately 

petroleum fuel or transformer PCBs, require advanced fire specialists to contain. Water storage 

tanks may be damaged and the water supply system may be inoperable. (Figure 26) 

 

Hazardous Material Releases 
Hazardous materials are often released during earthquakes. Numerous potential sources for 

possible uncontrolled hazardous material releases exist in the proximity of the CEI Hub, both at 

and nearby the energy facilities. These materials can pose different types of hazards, such as 

being corrosive, explosive, combustible, poisonous, and/or toxic. A few examples are: 

petrochemicals, liquefied natural gas (LNG), chlorine gas, and anhydrous ammonia. Sloshing of 

hazardous materials in tanks can occur in earthquakes. Sloshing occurs when liquid becomes 

agitated by ground shaking. The CEI Hub has numerous tanks with liquid fuel and other products 

that are susceptible to sloshing. Waves and splashing of liquids can overtop tanks and/or damage 

tanks. (Figure 27) 
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Figure 27: Sloshing of crude oil during the 2010 Chile earthquake. Note the black oil stains on 

the outside of the fuel tank. (Wang photo) 

 

Ground Deformation Analyses in the CEI Hub 
The susceptibility for liquefaction and lateral spreading in the CEI Hub area has been evaluated 

in a number of past studies, including the development of liquefaction and lateral spreading 

susceptibility maps by DOGAMI (Mabey et al, 1993, Mabey et al, 1996). Studies have indicated 

a high potential for both. Liquefaction and lateral spreading can cause structures to move 

horizontally and vertically. The amount of potential horizontal movement of the land, termed 

lateral spreading, and the amount of potential vertical movement, or settlement, can be analyzed. 

The analyses can be performed on a site-specific basis using sub-surface data from the site or can 

be conducted using assumed parameters that represent the CEI Hub. Liquefaction and lateral 

spreading could cause significant damage to local facilities and the potential impact from the 

damage to certain facilities could be high.  

 

DOGAMI reviewed selected site-specific work conducted by Bonneville Power Administration 

(BPA). Due to the engineering results from the BPA study indicating that the Willamette River 

bank soils can move towards the river by 10 to 25 feet in a Cascadia earthquake, DOGAMI 

contacted and collaborated with Dr. Steven Bartlett from the University of Utah (co-author) for a 

sensitivity study on lateral spreading to be conducted as part of this project. The sensitivity study 

incorporated soil properties obtained from the BPA study, and a variety of generic riverbank 

conditions that approximate the slopes at marine oil terminals in the CEI Hub. The ground 

deformation analysis is both summarized below and included in Appendix B.   

 

BPA Study 
Bonneville Power Administration (BPA) evaluated the liquefaction, liquefaction-induced 

settlement and lateral spreading potential of selected transmission tower and substation sites in 

the greater Portland area. The 2008 report, titled “Liquefaction Assessment, Bonneville Power 

Administration Facilities, Portland Metropolitan Region,” includes the work conducted from 
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their investigation, provides summary information and includes subsurface data and analyses 

(BPA, 2008). A portion of their work and findings is summarized herein for two BPA sites. 

Although the BPA findings are site-specific for their facilities, their findings are generally 

consistent with findings from previous studies in the CEI Hub. Depending on the soils 

(underlying geology units and fill materials) and ground water conditions, the liquefaction 

susceptibility at other sites in the CEI Hub can be higher or lower than found at these BPA sites.  

 

The 2008 BPA work included 11 cone penetration tests (CPT) and Lidar (light detection and 

ranging) technology which was used in their engineering analyses for liquefaction, liquefaction-

induced settlement, and lateral spreading. For all of their sites, they used a ground motion input 

value of 0.2 g to evaluate for liquefaction.  

 

One of the BPA study sites is the river crossing in the north end of the CEI Hub (Figure 28). The 

study group completed a CPT at the tower site that indicated soft to stiff clay and medium dense 

sand to silty sand to the maximum depth of exploration at 80 feet; the medium dense sand to silty 

sand occurs at depths of 7 to 31 feet and 44 to 66 feet, with the remainder of the profile being 

soft to stiff clay. The study said the depth to the groundwater at the site is expected to range from 

approximately 17 to 21 feet below the ground surface (BPA, 2008).  

 

The tower site soils were interpreted to be susceptible to liquefaction. Their estimates indicated 

settlement from liquefaction will be around 12 inches. The results from the analyses of potential 

lateral spreading indicate that there could be 10 to 25 feet of lateral spreading of the surficial 

soils towards the Willamette River, depending on the magnitude and duration of strong ground 

shaking. These large displacements imply that there could be a flow of the liquefied material into 

the river channel that could result in even larger lateral spreading at the tower site. The potential 

for lateral spreading was analyzed using the methodology of Youd et al, (2002) (BPA, 2008).  

 

The BPA study also evaluated a nearby substation (Figure 28; see red pin on the map on right) 

located in the Rivergate area between the Willamette and Columbia Rivers about one mile east 

of the Willamette River transmission crossing. The substation is located on nearly flat ground at 

an approximate elevation 46 feet. According to the study, the site appears to be fill soils situated 

on a cut-fill pad along the side of a low sloping hill above the abandoned, partially in-filled 

slough, which lies at an elevation of about 22 feet. The study indicates that the depth to ground 

water is approximately 30 feet below the ground surface. The site soils were interpreted to be 

susceptible to liquefaction at depths of more than about 30 feet. The study stated that the 

settlement from liquefaction will be around 0 to 2 inches. The results from the analyses of 

potential lateral spreading indicate that there could be up to 1 foot of lateral spreading of the 

surficial soils towards the slough to the north. (BPA, 2008)  

  



58 
 

 
Figure 28: Two towers in the CEI Hub are owned by BPA (center and right in photo on left, 

yellow pin in NW corner of map on right) and were analyzed in a BPA study conducted in 2008 

to have the potential to move 25 feet towards the river during a magnitude 9 Cascadia 

earthquake. (The tower in the foreground - left–hand side of photo - is owned by an investor-

owned utility.) (DOGAMI photo) (map: Google Earth) 

 

Lateral Spreading Sensitivity Study  
A number of geotechnical engineers have performed lateral spreading analyses to evaluate the 

potential for permanent ground deformation (PGD) for a variety of facilities in the CEI Hub. 

Many of these studies used a state-of-practice method developed by Youd, Hansen, and Bartlett 

in 2002 (Youd et al., 2002). This method provides mean (i.e., average) estimates of lateral spread 

PGD for cases where lateral spread is fully developed and not greatly affected by boundary 

conditions or lack of continuity in the liquefied zone for earthquakes with moment magnitudes, 

Mw, between 6 and 8 and ground slopes between 0.1 to 5.0 percent. Youd et al., (2002) have 

shown that the actual displacement may vary by a factor of 2 (plus or minus) of the mean 

estimate.  In addition, this empirical method may under estimate the amount of PGD for cases 

where lateral spread is not fully developed due to changes in the subsurface conditions or lack of 

continuity in the liquefied zone. Further, its application to magnitude 9.0 subduction zone 

earthquakes has not been verified. Lastly, another limitation of the empirical approach of Youd 

et al. (2002) is its inability to estimate the effects that ground improvement may have on 

reducing PGD displacement. To answer this question, mechanistic or numerical modeling 

methods are required.  

 

To help determine the potential range of PGD in the riverbank soils in the CEI Hub, and better 

understand the potential to mitigate future ground deformation, we conducted a numerical 

modeling study. This model is a generic sensitivity study where we vary the earthquake shaking 

characteristics and site parameters. This specialty study is technical in nature and is summarized 
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herein. Additional information on the input parameters, evaluation and results are presented in 

Appendix B. 

 

The purpose of this sensitivity study was to determine a likely range of PGD in soils with slope 

conditions found along the lower Willamette River banks. Structures in areas with significant 

PGD are likely to incur damage. Depending on the specific structure, the amount of horizontal 

and vertical movement will affect the severity of the damage. This generic study does not 

represent any particular site in the CEI Hub. There likely exists sites more vulnerable to PGD in 

the CEI Hub that have a combination of soils with a higher susceptibility to liquefaction, steeper 

slopes and higher ground water conditions. For specific locales, site-specific evaluations are 

needed.  

 

We selected representative acceleration time histories for Mw9.0 and Mw8.0 earthquakes and 

adjusted these time histories for use in the numerical model. The selected software was a 

nonlinear time domain analysis called FLAC (Fast Lagrangian Analysis of Continua) (Itasca, 

2005).  In-situ soil data from the BPA Rivergate South - Willamette River Towers site was used 

to develop the soil properties for the analyses in conjunction with other generic local data (BPA, 

2008; CH2MHill, 2006). 

 

The predicted results from the numerical modeling were also compared and calibrated with the 

lateral displacements results predicted by the Youd et al. (2002) regression model prior to 

completing the final runs. After numerous trial runs, we narrowed the earthquake motions input 

to six subduction zone earthquake time histories for the final computer runs. The estimation of 

horizontal displacement from liquefaction-induced lateral spread was performed for cases with 

and without ground improvement.  

 

The modeling results indicate that the amount of PGD varies significantly with the ten different 

earthquake ground motion inputs and with varying slope conditions of 0.5, 1, 2, and 5 percent. 

The results from our sensitivity analysis, which models a fixed zone of liquefaction and ground 

water table at 5 m below the ground surface, are more sensitive to the input ground motions than 

the slopes. The PGD results range from negligible to extreme. Maximum PGD (on 5% slopes) 

for most input motions ranged from 0.2 m (8 inches) to 2.6 m (8.5 ft). One ground motion 

(1msoil, Mw9.0 earthquake) produced an extreme PGD result; the predicted displacements of the 

untreated soils range from 0.4 meters (1 foot) on a 0.5 percent slope to 17 meters (56 feet) on a 5 

percent slope. Summary results of the lateral spread deformation analyses and the average 

displacement derived from the Youd et. al (2002) relations for both Mw8 and 9 earthquakes are 

presented in Appendix B for comparative purposes.  

 

Although the results indicate that the soils are likely to move down slope towards the river, it is 

possible to mitigate the potential movement by strengthening the soil. Based on this deformation 

analyses, we estimated the amount of ground treatment required to mitigate the lateral spreading 

for two representative cases. According to our analyses, the required ground improvement to 

control deformation from lateral spreading could be achieved by increasing the composite 

undrained shear strength of the soil to about 1,000 psf using a soil mixing or other cementitious 

injection technologies.  For soil densification technologies, the target improvement to achieve 

minimal lateral spread displacement is to densify the soil to a standard penetration test (SPT) 
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N160 blow count of 15, or greater, in the liquefiable zone.  Nonetheless for actual sites, site-

specific engineering studies would be required.  

 

In summary, the evaluations in Appendix B verified that the soil in the CEI Hub could be 

vulnerable to damaging lateral spreading displacement during a Cascadia earthquake on a ground 

slope as low as 0.5 percent. In addition, for critical structures that cannot tolerate PGD, 

vulnerable soil conditions can be mitigated against lateral spreading using ground improvement. 

This is valuable information as we consider the many critical energy facilities located in the area.  
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Section 5 
Energy Facilities and Vulnerabilities in the CEI Hub 

 

Portland’s critical energy infrastructure, including high voltage electricity transmission, fuel 

pipelines, tank farms, ports and facilities, is concentrated along the Willamette River in the 

critical energy infrastructure (CEI) Hub. Much of the existing infrastructure was constructed 

prior to current seismic safety specifications and many of the petroleum storage tanks, piers, 

marine docks and buildings may not be adequately hardened. This area consists primarily of 

man-made filled land overlying river sediments and is vulnerable to liquefaction and lateral 

spreading. The concentration of facilities and hazardous materials in this area has the potential to 

produce damaging cascading effects including fires from ruptured natural gas and fuel lines, 

hazardous material releases and debris blockage of the Willamette River.  

 

There are a variety of structures at the oil terminals, natural gas facilities, and electrical 

substations, as well as transmission pipes for liquid fuel and natural gas, and transmission towers 

and lines for electricity. Most of the facilities include control buildings with control equipment, 

some with emergency generators and/or batteries. The fuel terminals often include: transmission 

and distribution pipelines, piers or wharves, tank farms, pipe and loading racks, pumps, electric 

distribution equipment, and many other components. The liquid fuel transmission system 

includes gate stations, and transmission and distribution pipes, including at the Columbia and 

Willamette river crossings. Figure 29 shows infrastructure, including liquid fuel pipelines 

(dashed yellow), natural gas pipelines (yellow) and electrical transmission lines (pink) on 

potentially vulnerable soils in the CEI Hub. In addition to the major energy lines co-located in 

this area, water, waste-water, rail and a highway are located here. Figure 29 is a close up of a 

larger map, which shows that the natural gas system has a loop configuration around the greater 

Portland area. Similarly, it shows that the electrical system includes a loop around the greater 

Portland area. The larger mapped can be accessed at: 

http://pubs.usgs.gov/sim/3027/sim3027_front.pdf 

 

http://pubs.usgs.gov/sim/3027/sim3027_front.pdf
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Figure 29: Lifelines in the CEI Hub area, including liquid fuel and natural gas pipelines, and 

transmission lines. This is a close-up of a greater Portland area map showing co-located critical 

lifelines on various soil types. (modified from Barnett et al, 2009) 

http://pubs.usgs.gov/sim/3027/sim3027_front.pdf 

 

http://pubs.usgs.gov/sim/3027/sim3027_front.pdf
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The electrical facilities include electric substations that feed into the region’s power grid. 

Substations include control buildings with control equipment and back-up batteries, 

transformers, circuit breakers, and bus structures. The power system also includes transmission 

lines and transmission towers. The natural gas system includes gate stations, transmission and 

distribution pipes, and a liquefied natural gas (LNG) terminal, which includes tanks, 

liquefication and gasification processing equipment, and control equipment.   

 

DOGAMI conducted evaluations of the facilities with varying levels of detail ranging from 

review of available engineering reports to conducting visual screening-level assessments. 

DOGAMI was assisted by professional specialists for much of the work (see 

acknowledgements). For example, DOGAMI worked with the local U.S. Coast Guard (USCG) 

and engineers from California's program called Marine Oil Terminal Engineering and 

Maintenance Standards (MOTEMS) to perform some of the visual screening level assessments 

of the piers and wharves in the CEI Hub. William R. Clark, USCG Port Security Specialist was 

DOGAMI's key point of contact. Martin Eskijian, MOTEMS Engineering Branch Supervisor 

(retired in 2011), Kendra Oliver, Senior Engineer, Petroleum Structures, and several other staff, 

provided technical expertise, which is described in Oil Terminal Facilities.  

 

This section reviews the facilities included in the study. It also includes a discussion on building 

codes. Building codes regulate the seismic design criteria, which in turn, controls seismic 

vulnerability. This section also includes a more detailed discussion on waterfront dock structures, 

land-based structures, seismic pipeline vulnerability and co-located facilities in the CEI Hub.  

 
CEI Hub Facilities: Liquid Fuel, Natural Gas and Electricity 
All of the facilities in the CEI Hub are exposed to a variety of seismic hazards. The energy sector 

facilities in the CEI Hub include:  

 

 All of Oregon’s major liquid fuel port terminals 

 Liquid fuel transmission pipelines and a transfer station 

 Natural gas transmission pipelines and a transfer station 

 Liquefied natural gas facility 

 High voltage electric substation and transmission lines 

 Electrical distribution substations 

 

The EAP partners visited all relevant energy companies with facilities in the CEI Hub. DOGAMI 

and ODOE jointly conducted site visits with the terminal managers at these petroleum facilities: 

BP, Chevron, ConocoPhillips, KinderMorgan (KM) fuel terminals and KM pipeline, McCall Oil, 

Nustar, and Shell. MOTEMS senior engineer, Kendra Oliver, participated in the visits to BP, 

Chevron, McCall and Shell. The fuel facilities often include: transmission and distribution 

pipelines, piers or wharves, tank farms, loading racks, control buildings, electric distribution 

equipment, and many other components. The liquid fuel transmission system includes gate 

stations, and transmission and distribution pipes at the Columbia and Willamette river crossings. 

It is important to note that more than 90 percent of liquid fuels consumed in Oregon pass through 

the CEI Hub, as does a significant portion of NW Natural’s natural gas. Thus, this area is 

critically important to Oregon residents, businesses and industrial firms.  
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Figure 30 show some of the facilities in the CEI Hub which are located near the Willamette 

River on soils that have been mapped as artificial fill or modified ground (Madin et al, 2008) and 

which are potentially unstable. Loose fills, such as those placed without compaction, are very 

likely to be susceptible to liquefaction (Kramer, 1996). (Figure 31) 

 

 
Figure 30: Fuel tank farms and marine terminals along the Willamette River’s edge near US 

Highway 30. For geographic reference to Figures 29 and 31, note the three parallel water inlets. 

(Basemap: Google Earth) 
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Figure 31: Surface geology map showing areas of fill materials (in pink) adjacent to the river. 

For geographic reference to Figures 29 and 30, note the three parallel water inlets. (Madin et 

al, 2008) 

 

DOGAMI and OPUC conducted site visits with utility operators at Bonneville Power 

Administration, NW Natural, Portland General Electric (PGE), and Williams Northwest Pipeline 

electrical and natural gas facilities. (No PacifiCorp facilities are located in the CEI Hub.) BPA 

principal structural engineer, Leon Kempner Jr., provided technical expertise at all of BPA's 

electrical facilities. The electrical facilities include electric substations that feed into the region’s 

power grid. Substations include control buildings with control equipment and back-up batteries, 

transformers, circuit breakers, and bus structures. The power system also includes transmission 

lines and transmission towers. The natural gas system includes gate stations, transmission and 

distribution pipes, and an LNG terminal, which includes tanks, liquefication and gasification 

processing equipment, and control equipment.   

 

We also conducted selected site visits to important energy facilities located just outside of the 

CEI Hub. These included: 

 

 Two large electrical substations on Front Street (Figure 32) 

 A natural gas gate station on Sauvie Island  
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 Two Columbia County electric power plants that use natural gas (Port Westward and 

Beavers) are located next to the Columbia River. Both plants were developed on land 

susceptible to liquefaction triggered by a Cascadia earthquake; the soil at the newer plant 

was mitigated before construction. 

 A liquid fuel terminal in Eugene that is dependent on the CEI Hub for its fuel and serves 

as an important distribution facility for Southern Oregon 

 

 
Figure 32: Two large electric substations just south of the CEI Hub on Front Street that are 

separated by a railroad track (Basemap: Google Earth) 

 

Some infrastructure in the CEI Hub facilities was built 100 years ago, to very antiquated 

standards while other  infrastructure is new and built to the current state-of-practice standards. 

Because of the wide range of ages and associated construction practices, the seismic 

vulnerability of the facilities also spans a wide range. Based on visual observations, engineering 

judgment and limited information from the facility operators, major seismic vulnerabilities exist 

in the CEI Hub. Some critically important structures appear to be highly susceptible to 

significant damage in a major earthquake. In contrast, some structures are expected to have 

adequate seismic performance, including the new structures because of improved seismic design 

practices. Some existing structures have been strengthened or upgraded, such as evidenced by 

the newer dolphin structures used for mooring ships by older piers. No estimate has been made 

on the percentage of newer or upgraded structures.   
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Energy companies have operational interdependencies with the transportation and 

telecommunication sectors. To address seismic resilience for critical energy infrastructure 

operations and interdependencies, DOGAMI: 

 

 Worked with the Oregon Department of Transportation (ODOT) to prioritize key bridges 

and highways in the CEI Hub for potential future upgrades to withstand Cascadia 

earthquake impacts. Highway 30 is essential for vehicular access to many of the CEI Hub 

energy facilities. Bridges are critical to supporting fuel deliveries from the CEI Hub to 

other parts of Oregon. In June 2012, ODOT issued its Oregon Seismic Lifeline Route 

Study, which includes Highway 30 and the I-405 bridge as tier 1 lifeline routes (See 

Figure 33). Co-author Wang was a steering committee member on the project. 

http://www.oregon.gov/ODOT/TD/TP/Reports/Lifeline%20Selection%20Summary%20

Report.pdf 

 Worked with ODOE and ODOT to ensure reliable alternate routes are identified and 

maintained to support distribution should the primary bridges for fuel deliveries become 

impassable. This included co-author Wang and Tova Peltz (ODOT geotechnical 

engineer) inspecting the Columbia River waterway in an air reconnaissance, as well as 

discussions with William Clark (USCG), and bridge engineers Albert Nako (ODOT) and 

David O'Longaigh (City of Portland Bureau of Transportation).  

 Worked with OPUC and the investor-owned telecommunication providers in Oregon that 

the PUC regulates to promote reliable communications to energy companies located in 

the CEI Hub. This includes working with telecommunications providers to: 1) identify 

and resolve vulnerabilities to the system prior to an emergency, and 2) ensuring the rapid 

recovery of downed communication systems in the CEI Hub in the aftermath of an 

emergency. OPUC and DOGAMI have suggested to member of the telecommunication 

industry that they conduct seismic vulnerability assessments of their systems, including at 

Oregon Utility Safety Committee, OPUC's Energy Emergency Management Team and at 

invited talks, such as to the Oregon Telecommunications Association.  

 

http://www.oregon.gov/ODOT/TD/TP/Reports/Lifeline%20Selection%20Summary%20Report.pdf
http://www.oregon.gov/ODOT/TD/TP/Reports/Lifeline%20Selection%20Summary%20Report.pdf
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Figure 33 Map from the 2012 ODOT Oregon Seismic Lifeline Route Study, which includes 

Highway 30 and the I-405 bridge as tier 1 lifeline routes (Source: ODOT, 2012) 

 
Oregon Building Code Influences in the CEI Hub  
For the area of the CEI Hub, the City of Portland has responsibilities to enforce the requirements 

set forth by the building code. Building codes set forth minimum standards on new construction. 

Building codes are frequently upgraded to reflect new design knowledge including seismic 

hazards. These codes play a vital role in the seismic robustness of structures. If the code requires 

a high level of seismic design, then the new structure is designed and built to resist seismic 

forces. For existing structures, there are few, if any, regulations that require them to be upgraded 

to meet today's knowledge on seismic hazards. If past codes call for seismic design levels that 

are significantly lower than the levels in the current code, then those structures may have been 

designed with serious seismic deficiencies. DOGAMI reviewed the building code environment 

for facilities in the CEI Hub. 

 

The history of Oregon's building codes is important because the structures in the CEI Hub have 

been built over the last century and the building codes can have a major influence on the seismic 

vulnerability of the exposed facilities. For buildings and certain other structures, the seismic 

design level is typically regulated by the building code. A history of Oregon's seismic building 

code is available at: http://www.cbs.state.or.us/external/bcd/programs/structural/Seismic_Codes-

Oregon_History_020712.pdf (Oregon Building Codes Division, 2012).  
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Both Oregon and Portland have a complex building code history. The State of Oregon adopted 

its first building code in 1974. Building codes apply to new buildings, and not retroactively 

applied to existing buildings except under special conditions. Building codes that account for our 

basic understanding of the Cascadia fault and modern seismic loading conditions were not 

adopted until 1993. 

 

Figure 34 illustrates the trend of increasing seismic load requirements in the past half-century. 

As a technical example, it specifically shows the increase to the seismic base shear for a low-rise 

shear wall building located in Portland, Oregon for an Occupancy Category III structure. 

Occupancy Category III as defined on Table 1-1 of the ASCE 7-05 publication includes certain 

facilities that handle hazardous fuels. Base shear is an important seismic loading parameter on 

structures. Note that the figure shows the required base shear value drops in 2004. This is 

because the 2004 Oregon Structural Specialty Code, which adopted the 2003 International 

Building Code, integrates new knowledge about seismic performance that previously used a 

more conservative approach. A shear wall building is a building that relies on certain walls 

designed to resist forces generated by an earthquake that are applied to the building. Ductility 

relates to the building's ability to be reshaped without breaking. The current construction 

requirements for “specialty” structures, such as piers, tanks, and loading racks are also contained 

within the current building code, which is the Oregon Structural Specialty Code (OSSC) adopted 

by the Oregon Building Code Division and local building departments, such as in the City of 

Portland.  
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Figure 34: Seismic load requirements have increased over the decades to reflect the increasing 

understanding of Oregon's earthquake setting. For seismic design, 1993 was a landmark year. 

(Credit: KPFF consulting engineers)  

 

Based on discussions with Jason Butler-Brown in the City of Portland Development Services 

department, facilities in the CEI Hub are required to obtain permits for new construction and 

conform with current building codes. Newly constructed structures are expected to have 

satisfactory performance in a design-level earthquake, that is, while they may sustain substantial 

structural damage, they should not collapse. It is possible for a structure to not be usable and still 

perform in a satisfactory manner that is in accordance with the building code. The level of 

compliance with past practices was not researched. In recent years, new building codes have 

been adopted as frequently as every three years. More recent building codes have progressively 

incorporated seismic design provisions. As an example, in October of 2010, the State adopted the 

2010 Oregon Structural Specialty Code (OSSC), which refers to the 2009 International Building 

Code (IBC).  

 

The first time geotechnical engineering reports were required to evaluate liquefaction potential 

and soil strength loss was in the 1996 OSSC which was based on the 1994 Uniform Building 

Code (UBC). At that time, it was widely accepted that silty soils were not prone to liquefaction. 

By approximately 2004, silty soils became widely recognized as being susceptible to liquefaction 

(Seed et al, 2003). As a result, the City of Portland began requesting that geotechnical 



71 
 

engineering reports evaluate the liquefaction susceptibility of silty soils (pers. comm. with Jason 

Butler-Brown, city of Portland geotechnical engineer on January 13, 2010). Therefore, structures 

constructed over soft silty soils that were granted permits by the City of Portland prior to 2004, 

such as those near the Willamette River, may have liquefaction vulnerabilities. 

 

Although new buildings in the CEI Hub have been regulated by the City of Portland using the 

OSSC for decades, DOGAMI discovered that older building codes and practices did not 

adequately address many non-building structures that exist in the CEI Hub, such as tanks, pipes, 

and piers. This is based on discussions with state, city, and private sector engineers including 

Steve Judson (Oregon Building Codes Division), Jason Butler-Brown (City of Portland) and 

Kent Yu (Degenkolb Engineers and Oregon Seismic Safety Policy Advisory Commission). One 

explanation is because non-building structures typically hold few, if any, people and the focus of 

the building code has traditionally been on life safety.   

 

In the early 2000s, non-building structures gained more attention in American Society of Civil 

Engineers (ASCE) 7, an engineering design document referenced by the OSSC and used by 

engineers. The 2004 OSSC referenced the 2003 International Building Code (IBC) and ASCE 7.  

For the first time the building code, through ASCE 7, specified more directly the design basis for 

a variety of non-building structures, including piers and wharves. Furthermore, it specified that 

the design shall account for the effects of liquefaction along with other marine based-loading 

criteria. In 2005, the ASCE 7-05 was published. It is considered to be a landmark design 

document because it specifies the loading criteria, including seismic design for a multitude of 

structures and structure types. By 2007, with the adoption of the 2007 OSSC and OSSC's 

reference to ASCE 7-05, ASCE 7-05 has gained significantly more influence among engineers 

designing non-building structures as a building standard. Design methods other than those in 

ASCE 7-05 are allowed by building officials.  

 

Oil Terminal Facilities 
The state EAP partners, which consists of ODOE, OPUC and DOGAMI, worked with the US 

Coast Guard (USCG) on the USCG's  routine inspection of the petroleum terminals’ port 

facilities, reviewed California’s MOTEMS and conducted site visits with USCG personnel and 

MOTEMS engineers to better understand the seismic condition of the port structures, primarily 

the piers and the wharves for transporting liquid fuels.   

 

Port Structures 
Beginning in July 2009, EAP partners and USCG leadership and staff developed a working 

relationship to share information on the earthquake hazards to the port facilities in the CEI Hub 

that USCG regulates for port security. These include: BP, ConocoPhillips, Chevron, 

KinderMorgan, McCall Oil, and Nustar Energy. EAP partners arranged boat tours of ports for 

energy facilities, hosted earthquake table-top scenarios, and organized a meeting with Western 

Energy Institute and the USCG. The Western Energy Institute is a non-profit organization of 

energy sector businesses. They help develop memorandum of understandings (MOUs) between 

petroleum companies that deal with, for example, emergency situations. These MOUs could be 

helpful to the USCG in fulfilling their responsibilities on port security. In response to concerns 

raised at the Western Energy Institute meetings, the EAP partners alerted transportation officials 

about the need to have reliable transportation routes open during a major earthquake disaster. 
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EAP information was shared with transportation officials at the Oregon Department of 

Transportation (ODOT) at the Oregon Seismic Safety Policy Advisory Commission, the ODOT 

bridge section, and at a House Transportation committee legislative hearing held on May 24, 

2010.  

 

In December 2009, USCG Port Security Specialist William R. Clark arranged for ODOE and 

DOGAMI to meet with the USCG Facility Inspections Branch in their Portland office. The goal 

of the meeting was to determine whether USCG requests any information on the seismic 

condition of existing facilities and how they would address seismic disasters. At that meeting, it 

was determined that the USCG inspections did not include seismic information but would be 

willing to request information by selected port owners to assist the EAP partners. As a result of 

the meeting, DOGAMI developed two questions for the USCG to request seismic information on 

port facilities owned by the petroleum companies. The questions listed below were submitted to 

representatives at these six companies: BP, ConocoPhillips, Chevron, KinderMorgan, McCall 

Oil, and Nustar Energy.  

 

In March 2010, the USCG provided the ODOE and DOGAMI with the responses from three of 

the six facilities, which include BP, Chevron, and ConocoPhillips. Terminal managers provided 

their responses via email, in part written by their engineers  They range in detail and 

completeness and are provided below. No engineering reports were requested nor provided. For 

this report, very slight modifications to the responses have been made to help with clarity, such 

as renumbering the answers and correcting misspellings. Also, the names are each facilities have 

been removed and replaced with "unnamed". This action is consistent with the goals of the study, 

when possible, to respect the privacy of privately-owned energy sector operators when obtaining 

seismic vulnerability data. In late 2010, the USCG informed ODOE and DOGAMI that they 

never received responses from Kinder Morgan, Nustar or McCall Oil. Shell’s port is not in 

operation and they were not included in the USCG request for information.  

 

Question 1. What is the original construction date of the docks and waterfront structures (e.g., 

quay wall, anchored bulkhead, sheet-pile wall)? What level(s) of seismic design was used?  

 

Response 1.  The unnamed Portland Terminal Dock was totally re-constructed in 1960 

(approx). It should have been designed for seismic forces prescribed in the Uniform 

Building Code (UBC) at that time. Early (crude) provisions for seismic design were 

required in the UBC way back in the 1930's.  

 

A dock structural evaluation was completed in 2005.  Part of its findings:  

 

Earthquake Load Analysis: A seismic analysis was performed on the existing structure, 

with the worst load condition being lateral earthquake forces perpendicular to the dock. 

These lateral forces are resisted by the batter piling at the wide bents (lines 23-58), and 

by bracing at the narrow bents (lines 1-22), except that the narrow bents at lines 17,18,19 

have batter piles also. The methods outlined in IBC 2003 were used for seismic analysis, 

and this obviously results in higher lateral loads than what the dock was originally 

designed for. Our calculations indicate that the wide bents (lines 23-58) of the existing 

structure have adequate resistance for these seismic loads. However, the narrow braced 
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bents (lines 1-16, and 20-22) would be slightly overstressed due to these seismic loads 

and the bracing/connections would need to be reinforced. This would likely involve 

replacing the wood bracing with steel channels and adding some additional bolts. It's 

important to note that seismic upgrades to existing structures are typically only required 

when a structure is undergoing a change of occupancy or major design alteration, which 

is not the case here. So, while it's not legally required, we still recommend adding seismic 

reinforcing to the narrow dock area. This would increase the structure's resistance to 

seismic loads and help prevent failures in the product piping/spills into waterway. 

 

Response 2. A comprehensive review of all of the local record drawings for the dock 

reveal the following: 

 

The earliest drawing for the dock is from unnamed, dated June 1936, and it appears that 

the drawing may not have been an original construction drawing, but a modification.  The 

dock could have been constructed several years earlier.  Since the terminal had been in 

existence since about 1912, it is easy to believe that a wharf structure existed at that time. 

 

In 1972 structural wood piling replacement and firewall improvements were made. 

 

In 1974 major structural improvements were made.  The work was performed under city 

of Portland permit 480690, 12/6/1973.  The work added 3 reinforced concrete mooring 

sections, reconstructed the dock in entirety between bents #3 and #16, added two 

reinforced concrete dolphins at the head of the dock, and added a 40ft.x80ft.x8" thick 

reinforced concrete slab at the tanker unloading section.  The work was designed and 

stamped by a licensed PE and work was completed to building codes in force at that time.  

Any seismic evaluation of the dock required by code would have been completed, 

however no specific seismic criteria was listed on design drawings. 

 

In 1997 two significant steel-piled fenders were added to the upstream and downstream 

berths.  The work was designed by a PE, Winzler and Kelly. 

 

A new waterfront structure was added in 2007.  A 100 ft. long sheet-pile wall was 

installed and armored with rip rap on the upstream side of the dock.  The work was 

designed in accordance with the latest building codes in force and was permitted by the 

city or Portland.  The downstream side of the dock do not include any significant 

improvements, e.g., quay wall, anchored bulkhead, or sheet-pile wall. 

 

Response 3. The dock was completed 1993, no idea what level of seismic design was 

used. The sea wall was completed 2009 and was designed using a computer model to 

meet current UBC Seismic Zone 3 requirements. 

 

Question 2. What is the post earthquake disaster restoration time for waterfront structures that 

handle fuel (e.g., operational capacity versus time curves)?   

 

Response 1. The restoration time will depend on the extent of the damage.  We'd 

establish a command post and us the IC system, then assess the damage.  Any return to 
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normal operations would take place one component at a time, inspecting all equipment 

for leaks, etc. 

 

Response 2. My professional opinion on the timing of a repair of a damage dock would 

rest entirely on the severity and breadth of the damage to critical marine facilities in the 

Port and the relative rank in priority that the unnamed fuel dock holds amongst all 

damaged facilities. 

 

If damage were isolated to just the unnamed dock, I believe that significant damage could 

be repaired and the dock placed back in operation in 2 to 8 weeks, if emergency repairs 

were expedited. 

 

Response 3. No idea. 

 

 

Based on the information contained in the responses received, it was revealed that some CEI Hub 

ports were originally built around the early 1900s, and, most have had alterations, upgrades and 

additions over the decades, some recently. This is consistent with our field observations.  Based 

on the above responses as well as discussions with terminal managers, the length of time to 

restore operations appeared to be difficult to estimate and is not well constrained. 

 

MOTEMS and CEI Hub Ports 
MOTEMS is a California program that regulates the state’s petroleum companies’ facilities 

(http://www.energy.ca.gov/2009_energypolicy/documents/2009-04-14-

15_workshop/presentations/Day-1/03-Eskijian_Martin_MOTEMS.pdf). Earthquake experts 

consider the program’s seismic regulations to meet a high standard (Percher and Bruin, 2009) . 

MOTEMS is part of the California Code of Regulations, Title 24, Part 2, Volume 2 of 2, 2007 

California Building Code, Chapter 31F 

http://www.slc.ca.gov/Division_Pages/MFD/MOTEMS/MOTEMS_Home_Page.html. The 

MOTEMS program requires analysis and audits for every marine oil terminal in California. 

Seismic analyses are required based on the baseline inspection, current condition of the structure 

and site-specific ground motion input. Selected seismic-related portions include Division 1: 

Introduction; Division 2: Audit and Inspection; Division 3: Structural Loading Criteria; Division 

4: Seismic Analysis and Structural Performance; Division 6: Geotechnical Hazards and 

Foundations; Division 7: Structural Analysis and Design of Components; Division 8: Fire 

Prevention, Detection and Suppression; Division 10: Mechanical and Electrical Equipment; and, 

Division 11: Electrical Systems. Over time, risks of catastrophic failures with environmental 

contamination, interruption of marine traffic, and serious long-term fuel shortage are being 

minimized in California. 

 

MOTEMS requires all petroleum companies in the state to provide seismic information 

regarding their properties. MOTEMS division 2 prescribes the MOTEMS “audit” and requires 

as-built drawings, and, if not available, reconstructed drawings, along with an above and under-

water inspection of facilities in California. If the initial drawings cannot be located, it will be 

difficult to determine the depth to fixity of the piles. Before any structural assessment can be 

made, soil conditions, including the presence or absence of potentially liquefiable layers needs to 

http://www.slc.ca.gov/Division_Pages/MFD/MOTEMS/MOTEMS_Home_Page.html
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be assessed with geotechnical borings. MOTEMS requires borings to a depth of 100 feet placed 

in strategic areas around or under the existing wharf/pier. As an example, some of the 

requirements for the seismic assessment of a marine oil terminal in California include: 

 

 A site-specific seismic hazard study will be required to determine the appropriate 

response spectrum for the 72 and 475 year return period events. This is mandated for site 

class “F” and will probably be required with the soft river bottom and potential 

liquefaction and no shallow bedrock. However, one set of borings may be sufficient for 

many adjacent facilities to eliminate repetitive borings.    

 

 The MOTEMS criteria (or ASCE u/w standards, Ref. 2) on an above and under-water 

inspection to the mudline is required. The criteria for the inspection requires that a 

registered civil or structural engineer to be in the water at least 25 percent of the dive 

time. As-built or “baseline” drawings may have to be constructed to evaluate the 

structural integrity of each facility if the original drawings are not available. 

 

Martin Eskijian, MOTEMS Engineering Branch Supervisor (retired in 2011), and his staff 

provided expertise and assistance to the EAP. Mr. Eskijian provided assistance on one site visit 

comprised of a boat reconnaissance that included port facilities in Oregon in the CEI Hub. The 

EAP partners were invited to the MOTEMS northern California office in Hercules, California, 

where we visited the Chevron refinery in Richmond, California, the Tesero port facility in 

Vallejo, California, and participated as observers in a MOTEMS meeting with Shell. After that, 

MOTEMS senior engineer, Kendra Oliver, provided assistance on four terminal visits that 

included port facilities in Oregon in the CEI Hub.  

 

The following photographs describe and illustrate some of the EAP partners' and MOTEMS 

engineers’ major concerns about seismic readiness of the port structures operated by oil 

terminals in the CEI Hub. These issues largely fall under MOTEMS Divisions 3: Structural 

Loading Criteria, Division 4: Seismic Analysis and Structural Performance, Division 6: 

Geotechnical Hazards and Foundations, and Division 7: Structural Analysis and Design of 

Components.  

 

Figure 35 shows steel plumb piles with lateral timber bracing as observed at facilities in the CEI 

Hub. MOTEMS does not permit the use of timber cross bracing to provide lateral restraint 

(seismic loading) for vertical piles. This was one of many major shortcomings of the observed 

facilities in the CEI Hub. With the large variation in water depth, dependent on dam release, 

tides and storms, the pile heights out of the water look high; buckling forces on the columns may 

well exceed current design standards and this may become critical for the seismic evaluation.  
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Figure 35: Lateral timber bracing for steel plumb piles in the CEI Hub is considered inadequate 

by California’s MOTEMS standards. (DOGAMI photo) 

 

MOTEMS provides liquefaction screening methodologies that could be used to evaluate whether 

or not there are slope stability issues, whether lateral spreading along the piers/wharves or 

trestles is likely, and the possibility of adverse seismic loading of the piles (e.g., out of phase 

with the inertial loads). It is possible that soil failures may be a significant contributor to 

compromising the structural integrity.  If the seismic demand on the structural system (either 

above grade or below grade) is higher than the structural capacity and the structural integrity 

could be compromised, then upgrades would be required.  MOTEMS allows for a dialogue 

between the operator and regulator on the proposed mitigation and schedule of mitigation; the 

regulator decides whether the time requested to rehabilitate is reasonable or excessive. Figure 36 

shows a foundation for a high traffic pier, shown in Figure 37, on highly liquefiable soils in the 

CEI Hub.   
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Figure 36: This under-designed foundation in part of an oil terminal pier in the CEI Hub is 

considered inadequate. Based on previous regional studies, boring logs from an adjacent 

facility, and on-site visual inspection of the surficial soils, this area has high susceptibility for 

liquefaction and lateral spreading. (DOGAMI photo) 

 

 
Figure 37: The area by this pier in the CEI Hub is used to transport liquid fuel. Based on 

previous regional studies, boring logs from an adjacent facility, and on-site visual inspection of 

the surficial soils, this area has high susceptibility for liquefaction and lateral spreading. 

(DOGAMI photo) 
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Under the MOTEMS system, following on the seismic analyses of the port structure and the 

ground, a pipeline stress analysis may be required in order to be certain that no leaks will result 

from the seismic displacements. Facilities in the CEI Hub have flexible timber structures (some 

with pipelines under the piers) with hard points in locations that would likely indicate failure in a 

pipeline stress analysis.  

 

During the site visits in the CEI Hub, DOGAMI and MOTEMS engineers observed many 

structures with pipelines with possible vulnerabilities, some of which were verified by the 

responses provided by the oil terminal facilities to the USCG. Figure 38 shows transverse timber 

beams in seriously degraded condition, with one bolt connecting the beam to the steel plumb pile 

as observed during visual inspections. Some of the transverse beams support petroleum 

pipelines. The pile cap beam in the center of the photo, which should be level, has a clockwise 

rotation. Based on the professional judgment of DOGAMI and MOTEMS engineer Martin 

Eskijian from post-earthquake investigations, experience with engineering analyses, and from the 

body of knowledge in the earthquake profession, this configuration would be expected to fail in a 

moderate earthquake, without even considering lateral spreading or liquefaction. 

 

 
Figure 38: This photo shows generally poor condition of transverse beams supporting petroleum 

pipelines and cap beam in the CEI Hub. Notice the clockwise rotation of the pile cap beam in the 

center of the photo.  (DOGAMI photo)  

 

Figures 39, 40, 41 and 42 illustrate some of the poor conditions observed of the oil terminal piers 

in the CEI Hub. Examples from working piers include: deteriorated concrete foundation, exposed 

rebar, split timber beams and broken timber piles.   
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Figures 39 and 40: The close-up photo on the right shows poor timber-to-concrete connection, 

broken concrete and exposed rebar. Energy sector companies should maintain and upgrade 

infrastructure to current standards in order to protect assets and limit down-time following an 

earthquake. (DOGAMI photos) 

 

 
Figure 41: The connection on this pier in the CEI Hub appears to have deteriorated due to a 

split in the timber beam. This type of damage suggests that the condition of the structure may not 

be routinely monitored and maintained and that the overall pier is seismically vulnerable. 

(DOGAMI photo) 
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Figure 42:  This pier in the CEI Hub appears to be poorly maintained with broken timber piles 

adjacent to working components of the pier. (DOGAMI photo) 

 

Figure 43 shows a “hard point” (ie, fixed point that could concentrate stresses) for the petroleum 

pipelines, which may not be desirable due to structural displacement from an earthquake. In 

accordance to MOTEMS procedures, a pipe stress analysis should be performed, with the input 

seismic displacement and then the pipeline could be evaluated. In the case illustrated in Figure 

43, it is unlikely that the ability to tolerate lateral motion was included in the original design. 

 

 
Figure 43: “Hard point” fixity of petroleum pipeline is located under this pier in the CEI Hub 

and is considered to be seismically vulnerable. (DOGAMI photo)  

 

It is common for waterfront structures that are under-designed to experience damage in 

earthquakes as evidenced by worldwide earthquakes. Figure 44 shows a damaged pier from the 

2010 Chile earthquake. 
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Figure 44: An example of a damaged pier in the 2010 Chile earthquake (Technical Council on 

Lifeline Earthquake Engineering – TCLEE - 2010) 

 

As part of the EAP, the EAP partners considered possibly using MOTEMS seismic regulation as 

“best practices” in Oregon as a means to make Oregon petroleum terminals safer. DOGAMI held 

discussions with MOTEMS personnel, conducted a literature review, accompanied MOTEMS 

staff on tours of the port facilities in the CEI Hub, and toured California oil terminals to better 

understand the effectiveness of the program. Based on our findings, it appears that applying  the 

seismic portion of MOTEMS to Oregon facilities and the CEI Hub facilities in particular would 

provide added safety. 

 

Seismic Pipeline Vulnerability 
The overall performance of oil and gas transmission pipeline systems in past worldwide 

earthquakes has been relatively good. However, failures have occurred in both older pipelines as 

well as modern pipelines, such as welded steel pipelines. Damage is typically concentrated in 

areas of unstable soils with permanent ground deformation (PGD) and/or liquefaction, including 

at river crossings and landslides.  

 

For the EAP, DOGAMI did not obtain any information or reports on seismic vulnerability of 

existing pipelines in the CEI Hub from the City of Portland, facility owners, or regulators. 

Seismic vulnerability assessments can be conducted on specific pipelines, both above ground and 

buried, to address specific pipeline performance. A major liquid fuel transmission pipeline and 

two natural gas transmission pipelines that have river crossings at the southern tip of Sauvie 

Island, as shown on Figure 29 Lifelines in the CEI Hub area, as well as Columbia River 

crossings just north of the CEI Hub (refer to http://pubs.usgs.gov/sim/3027/sim3027_front.pdf) 

are in need of special attention. 

 

Jason Butler-Brown, engineer at the City of Portland Bureau of Development Services, states 

that they do not review the structural design of proposed pipelines. Permits are reviewed and 

http://pubs.usgs.gov/sim/3027/sim3027_front.pdf
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issued for the excavation associated with the pipelines (on private property) and where pipelines 

are supported on structures that cross over private roadways or areas accessible by people (again 

on private property). Interstate fuel pipeline design is regulated under Title 49 of the Code of 

Federal Regulation. Part 192 of Title 49 of the Code of Federal Regulations addresses gaseous 

fuels, Part 193 addresses  LNG and Part 195 deals with liquid fuels. These serve as minimum 

design standards and are applied to interstate pipelines connected to the CEI Hub. 

Certain fuel pipelines are regulated for safety by the US Department of Transportation's Office of 

Pipelines and Hazardous Materials and Safety Administration (PHMSA) 

(http://www.phmsa.dot.gov/pipeline/regs). As part of this EAP, JR Gonzalez (former) the 

Administrator of the OPUC Safety, Reliability and Security Division informed Hossein 

Monfared, Pipeline Engineer, from PHMSA Western Region Office of Pipeline Safety that a 

liquid fuel transmission pipeline feeds petroleum tank farms situated on potentially liquefiable 

soils. This was part of a discussion to inquire about the content of PHMSA's audits.  As an 

outcome of that discussion, DOGAMI discovered that, to date, PHMSA has not requested 

seismic information as part of their audits involving tank farms in Portland. 

When soil liquefies, it behaves like a fluid and pipe embedded in it will be subjected to the 

buoyant force from below. This buoyancy due to liquefaction can occur at river crossings and 

sandy areas with high ground water tables. Figure 45 is a schematic showing buoyancy forces 

(Fb) on a buried pipe with a burial depth of C (IITK, 2007). Pipes can fail due to buoyant forces.  

 

 
Figure 45: Buoyancy forces on a buried pipeline. (IITK, 2007) 

 

In areas with permanent ground deformation (PGD), such as areas with lateral spreading 

(without the occurrence of liquefaction) or liquefied soils that have translated down slope 

towards the river channel (often referred to as a "free face"), the embedded pipe will be subjected 

to both compression and extensional forces. The total strain on the pipe can exceed the amount 

of strain the pipe can withstand creating unsafe pipeline conditions and even pipeline rupture. 

The maximum strain in the pipe both in tension and compression can be evaluated and compared 

with the allowable strain of the pipe. Figure 46 is a schematic diagram that shows a pipeline 

perpendicular to the direction of PGD. Figure 47 shows a pipeline that is parallel to the direction 

of PGD. In both figures, the area of unstable soils with PGD are illustrated before (purple zone) 

and after (gray zone) the ground movement. The actual pattern of PGD will depend on the 

earthquake ground motions, local soil conditions and the pipeline may cross the zone in any 
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direction. Figure 48 shows areas of tension and compression due to longitudinal PGD (IITK, 

2007). 

 

 
Figure 46: Transverse PGD schematic (IITK, 2007) 

 

 
Figure 47: Longitudinal PGD schematic diagram (IITK, 2007) 

 

 
Figure 48: Areas of tension and compression from longitudinal PGD (IITK, 2007) 
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A variety of possible mitigation measures are available to improve the performance of pipes 

against PGD. Depending on the specific situation, some options might involve: soil 

improvement, increasing the load carrying capacity of the pipe system, reducing the friction 

between the pipe and soil, relocating the pipe, anchors to prevent uplift from buoyant forces, or 

special pipe joints or fittings that allow greater joint deflection, extension, or compression.  

 

Non-Energy Facilities and Structures 
Many other structures and facilities are located in the proximity of the CEI Hub. Structures 

include bridges over the Willamette River as well as other port facilities and overpasses that span  

the railroad tracks. Other industrial companies, including ones that handle petrochemicals and 

hazardous materials, are located in the CEI Hub. A major rail yard exists at the south end of the 

CEI Hub. A limited number of commercial and residential occupants are also located in the area. 

Although these facilities are not part of the energy sector and included in this study, it is 

important to be aware of these facilities and structures. They could become a concern after a 

Cascadia earthquake. For example, if the chemical company has a fire, it could spread to a 

nearby oil terminal, or vice versa. 

 

Waterway Transportation to the CEI Hub 
The navigational channel from the Columbia River mouth to the lower Willamette River is used 

to transport fuel by marine vessels. DOGAMI investigated the infrastructure and geologic 

conditions along the shipping channel and terminals and analyzed the situation based on 

discussions with engineers from the U.S. Corps of Engineers and ODOT and staff from the U.S. 

Coast Guard (USCG), engineering judgment from previous earthquake investigations, 

geotechnical engineering reports and publically available material. Our findings, which are 

preliminary and require additional studies, indicate that the shipping channel will be damaged 

and closed for river navigation until it is officially cleared for use by the USCG. Based on our 

findings, the likely damage includes four modes: 

 

 Tsunami scour, damage and debris near the mouth of the Columbia River 

 Underwater slope failures along portions of the steep banks of the navigable river channel  

 Collapses of overhead structures such as bridges from earthquake shaking  

 Broken buried pipelines at river crossing locations 

 

Tsunami damage near the mouth of the Columbia River is based on tsunami hazard mapping 

(Priest et al, 1998) and DOGAMI’s field observations of tsunami damage from the 2004 Sumatra 

and 2011 Tohoku Japan subduction zone earthquakes. Damage to the navigable river channel is 

based on the already marginally stable, underwater steep slopes that require periodic dredging to 

maintain the required channel depths during normal operating conditions. Based on discussions 

with the ODOT Bridge Section engineers and seismic bridge engineering practices, all of 

existing bridges including the bridge approach structures have been seismically under-designed 

compared to today's requirements and may incur damage 

(http://peer.berkeley.edu/events/caltrans-peer/files/Ashford_Abutment_2009_r1.pdf). Similarly, 

the pipe and transmission river crossings may be under-designed in particular to liquefaction and 

lateral spreading conditions. The structures that may be damaged and block the waterway extend 

from the Columbia River mouth to the fuel storage area in the CEI Hub. These structures, from 

west to east, include: 
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 1966 Astoria-Megler Bridge crosses the Columbia River(Figure 49) 

 Buried natural gas pipeline crosses the Columbia River to feed power plants (Figure 50) 

 High voltage electrical transmission crossing the Columbia River (Figure 51) 

 1930 Lewis and Clark Bridge in the Longview, Washington area crosses the Columbia 

River (Figure 52) 

 Several liquid fuel and buried natural gas pipelines at Columbia River and Willamette 

River crossings just north of the CEI Hub. Photo shows a natural gas gate station on 

Sauvie Island (Figure 53) 

 High voltage electrical transmission crossing over Willamette River (Figure 54) 

 1931 St. Johns Bridge crosses Willamette River (Figure 55) 

 1908 BNSF rail bridge crosses Willamette River (Figure 56) 

 1973 Fremont Bridge, part of Interstate 405, crosses the Willamette River and is used for 

liquid fuel distribution by tank trucks (Figure 57) 

 

Closure of the shipping channel would prevent marine vessels from delivering liquid fuel as 

well as emergency response and recovery equipment from being delivered. 

 

 
Figure 49:  The approach (foreground) to the 1966 Astoria-Megler Bridge that spans the 

Columbia River has major structural deficiencies according to ODOT Bridge Section. In a 

major Cascadia earthquake, the exterior (concrete) shear keys on the approaches would 

likely not withstand lateral displacement of the superstructure (approach deck) (DOGAMI 

photo) 
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Figure 50: A buried natural gas pipeline crosses underneath the Columbia River and supplies 

two Oregon power plants near Clatskanie, Oregon.(DOGAMI photo) 

 

 
Figure 51: High voltage electrical transmission crossing over the Columbia River just west of 

Longview, Washington. (DOGAMI photo) 
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Figure 52: 1930 Lewis and Clark Bridge in the Longview, Washington area crosses the 

Columbia River (DOGAMI photo) 

 

 
Figure 53: Several liquid fuel and buried natural gas pipelines at the Columbia River and 

Willamette River crossings just north of the CEI Hub. Photo shows a natural gas gate station 

on Sauvie Island. (DOGAMI photo) 
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Figure 54: The high voltage electrical transmission crossing showing transmission towers 

built on a river bank susceptible to lateral spreading (BPA, 2008) (DOGAMI photo) 

 

 
Figure 55: The 1931 St. Johns Bridge crosses the Willamette River in the CEI Hub. The tall 

columns that are part of the approach are seismically deficient. (DOGAMI photo) 
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Figure 56: The 1908 BNSF rail bridge that crosses the Willamette River in the CEI Hub. The 

piers are seismically deficient. (DOGAMI photo) 

 

 
Figure 57: The 1973 Fremont Bridge, part of Interstate 405, crosses the Willamette River and 

is used for liquid fuel distribution. (DOGAMI photo) 
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Section 6 
Summary of Findings 

 

To assess the overall seismic risk to the energy infrastructure in the CEI Hub, DOGAMI 

gathered information on the seismic hazards, the exposed facilities present in the CEI Hub, the 

seismic vulnerability of these facilities, and considered the potential consequences of earthquake-

induced damage at the facilities. Our goal was to: 

 

 Understand the facilities and system components that are present (what is "exposed") 
 Assess the vulnerability of the exposed parts 
 Assume failure of the highly vulnerable parts 
 Evaluate the likely consequences 

 

The consequences of the damage to the infrastructure must be considered to understand risk. For 

example, if a site experiences liquefaction that causes the bottom of a petrochemical tank to 

rupture spilling all of its contents, but the product is quickly contained and not in demand, then 

the consequences are manageable and the risk can be considered as low. In contrast, if a site 

experiences only minor shaking that temporarily jams a door opening to access fire suppressants 

and a fire grows to uncontrollable levels in an area with critical products, these consequences 

may be significant and the risk is considered as high.  

 

Consequences can be immediate (e.g. those just described), short-term, long-term; direct or 

indirect; localized or far-reaching. Several examples taken from the 2010 Chile subduction zone 

earthquake are provided (Eidinger and Tang, in press). Limited water availability can impact 

immediate needs with respect to fire fighting capabilities as well as long-term needs for normal 

living conditions. (See Figures 58 and 59) In a similar vein, the lack of or limited electricity 

from a damaged transmission tower can impact businesses and the economy.  Figure 60 shows 

structural damage incurred from the 2010 Chile earthquake to a transmission tower at a major 

river crossing that serves a populated city. In addition, many interdependencies exist and cross 

cut many sectors of our society. This risk study takes initial steps to address likely consequences 

and interdependencies. 
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Figure 58: Structural damage to water tank located in fuel tank farm in Santiago from the 2010 

Chile earthquake (Technical Council on Lifeline Earthquake Engineering - TCLEE) 

 

 
Figure 59: An example of damaged water transmission pipelines in the 2010 Chile earthquake. 

This limited water availability for emergency response as well as for businesses and daily living. 

(Technical Council on Lifeline Earthquake Engineering - TCLEE, 2010) 
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Figure 60: Structural damage to high voltage transmission tower located in river crossing in 

2010 Chile earthquake. This limited electricity availability while temporary towers were 

installed (Technical Council on Lifeline Earthquake Engineering - TCLEE) 

 

Seismic Risk in the CEI Hub 
Figures 61 and 62 show the northern portion and southern portion of the CEI Hub where the 

major seismic vulnerable energy sector facilities—substations, river crossing, liquid fuel 

terminals, and an LNG storage facility—have been highlighted (yellow dashed lines). Also 

shown are potentially liquefiable soils in transparent red, existing mapped landslides in beige, 

and the Portland Hills fault is in red (Madin el al, 2008; Mabey et al, 1993; Burns et al, 2011; 

Beeson et al, 1991). Each of these highlighted facilities were visited. During our limited visual 

inspections we identified numerous structural elements with high seismic vulnerability that could 

cause serious damage and loss of function in a Cascadia earthquake. This includes the oil 

terminals, which have significant seismic vulnerabilities and limited redundancy.  
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Figure 61: Northern portion of CEI Hub showing the major energy sector facilities vulnerable to 

damage in a Cascadia earthquake-- substations, river crossing, and liquid fuel terminals (yellow 

dashed lines) and potentially liquefiable soils (transparent red), existing mapped landslides 

(beige), and the Portland Hills fault (red). (DOGAMI) 
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Figure 62: Southern portion of CEI Hub showing the major energy sector facilities vulnerable to 

damage in a Cascadia Subduction Earthquake -- LNG storage facility and liquid fuel terminals 

(yellow dashed lines), potentially liquefiable soils (transparent red), existing mapped landslides 

(beige), and the Portland Hills fault (red). (DOGAMI) 
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Based on the findings of this study, DOGAMI has identified the following as examples of high 

seismic risks to the energy sector with statewide importance. The first two risks are system-wide 

risks involving redundancies and interdependencies; the remaining risks are sector-specific 

seismic risks to liquid fuel, natural gas and electricity. 

 

Lack of System Redundancies 
DOGAMI determined that each energy source has a different level of redundancy in their 

transmission system. This determination was based on discussions with the EAP partners, 

interviews with personnel from the various energy sectors, and analyses of available data 

including maps, such as Earthquake Hazards of Lifelines along the Interstate 5 Urban Corridor: 

Woodburn, Oregon, to Centralia, Washington, and Earthquake Hazards of Lifelines along the 

Interstate 5 Urban Corridor: Cottage Grove to Woodburn, (Barnett el al, 2009), Western 

Electricity Coordinating Council (WECC, 2012) and US. Department of Transportation's 

National Pipeline Mapping System's Public Map Viewer 

(https://www.npms.phmsa.dot.gov/PublicViewer/composite.jsf). The redundancy of each of the 

systems influences the level of seismic resilience with more redundant systems favoring higher 

resilience. The transmission systems, such as the main electrical grid and transmission pipelines, 

are of key importance in the supply chain.  

 

1. The electrical system has power generation facilities located throughout Oregon and has 

the most widespread and redundant transmission system. The level of redundancy 

surrounding and within the Portland metropolitan area is high because there exist a 

number of transmission systems and diminishes away from the Portland area.  
2. The natural gas system in Oregon relies 100 percent on imported natural gas, most of it 

from the north, and has much less redundancy than the electrical system. The natural gas 

system has a loop configuration around the greater Portland area and this provides for 

some redundancy. If a break in the loop occurs, it is theoretically possible to provide 

natural gas to areas around the loop. The level of redundancy south of the Portland 

metropolitan area (e.g. Marion County) is considered to be low based on discussions with 

OPUC and the gas operator. In addition, the natural gas reserve capacity has limits.   
3. Oregon’s liquid fuel oil source relies 100 percent on imported fuel, most of it from the 

north, and has very limited redundancy and reserve capacity.  
 

System Interdependencies 
The three energy sources—electricity, natural gas, and liquid fuel—depend upon each other so if 

one system is inoperable, it will impact another. For example, all sources rely on electricity to 

operate their systems. Electricity is needed to power the control rooms for natural gas and liquid 

fuel transmission.  

 

The energy sector also relies on the transportation and telecommunication sectors. For example, 

in order to transport liquid fuel to the marine oil terminals in the CEI Hub, ships enter through 

the Columbia River mouth and travel up the navigable waterway. If the river mouth is blocked 

by tsunami debris, the shipping channel is altered from sloughing of the underwater slopes or the 

shipping lane is blocked by downed electrical transmission lines or bridges, then moving fuel to 

the CEI Hub via the waterway would not be possible.   

 

https://www.npms.phmsa.dot.gov/PublicViewer/composite.jsf
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Liquid Fuel  
Liquid fuel pipeline: The CEI Hub petroleum facilities receive liquid fuel via two methods: 1) 

the liquid fuel transmission pipeline, and 2) marine vessels. The transportation method and 

amounts vary due to product need, transportation costs, weather and other conditions. The liquid 

fuel pipeline was largely constructed in the 1960s when the regional seismic hazards were 

unknown and state-of-practice construction techniques at that time did not include any reference 

to seismic standards. The regional seismic hazards are now known to be high and the soils at the 

river crossings are susceptible to liquefaction and lateral spreading. The 1960s vintage pipeline 

design did not consider ground movements from lateral spreading at river crossings or the 

stresses to the pipelines induced by earthquakes that may cause pipe damage and multiple 

breaks. A pipe break would have a significant impact on all of the petrochemical facilities in the 

CEI Hub and could result in a statewide fuel shortage.  

 

Shipping channel: The navigational channel from the Columbia River mouth to the lower 

Willamette River is used to transport fuel by marine vessels. DOGAMI conducted a preliminary 

investigation and found that the shipping channel would likely be damaged and closed for river 

navigation until it is officially cleared for use by the USCG. Based on our findings, the likely 

damage includes four modes: 

 

 Tsunami scour, damage and debris near the mouth of the Columbia River 

 Underwater slope failures along portions of the steep banks of the navigable river channel  

 Collapses of overhead structures such as bridges from earthquake shaking  

 Broken buried pipelines at river crossing locations 

 

Closure of the shipping channel would prevent marine vessels from delivering liquid fuel as well 

as limit transport of emergency recovery equipment. 

 

Marine terminals: All of the port facilities in the CEI Hub have significant seismic risks due to 

liquefaction, lateral spreading, and seiches. Some older piers were constructed without any 

seismic design provisions, have deteriorated, and may be damaged even in a moderate 

earthquake. If oil products are released and contaminate the navigable waterway, the waterway 

may be closed to river traffic thus impeding emergency response activities as well as the supply 

chain. The local capacity to fight fires and clean hazardous material spills is limited.  

 

Fuel Tank Farms:  All of the fuel tank farms in the CEI Hub have significant seismic risks due 

to the significant unmitigated liquefaction hazards largely posed by hydraulically-deposited river 

soils (also known as hydraulic fill) and native soils. Due to the long standing inadequate seismic 

hazard knowledge and the inadequate building code requirements, the majority of the tanks have 

been constructed without any or only limited seismic design criteria on unmitigated, potentially 

liquefiable soils. It was not until 2004 that city building officials required new construction 

projects, including tanks, to evaluate for liquefaction of silts. Based on discussions with City of 

Portland engineers from Bureau of Development Services and terminal operators, DOGAMI has 

identified only three existing tanks that have addressed liquefaction hazards.  
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Fuel supply: The fuel terminals in the CEI Hub on average have a three to five day supply in the 

tank farms for regular unleaded gasoline and diesel fuel. Fuel is stored in tanks and some tanks 

have seismic vulnerabilities (see Figure 63). Premium gasoline is subject to the daily delivery 

and heavily dependent on whether the intercompany pipeline on Front Avenue is operational. If 

the supply chain is disrupted by pipe breaks north of the CEI Hub and closure of the shipping 

channel to the west, fuel would quickly become scarce. Options to transport fuel from the east 

and south and by air are very limited.  

 

 
Figure 63:  The elements connecting the tops of these two tanks in the CEI Hub may cause 

damage to the tanks during shaking due to differential displacements. (DOGAMI photo) 

 

Portland International Airport (PDX): The airlines operating at the PDX airport receive 100 

percent of their liquid fuels from a terminal in the CEI Hub. There is limited on-site fuel supply 

at PDX. If the transmission pipe between the CEI Hub and PDX fails, then PDX would likely 

experience a shortfall and operations would be impacted.  

 

Natural Gas  
Natural gas pipelines: Oregon's largest natural gas service provider receives the majority of their 

natural gas from pipelines that cross under the Columbia River. One pipeline crosses the 

Columbia River to Sauvie Island and then crosses the Willamette River at Multnomah Channel 

near a gate station at the southern end of Sauvie Island and enters the CEI Hub. In addition to the 

CEI Hub, there are more natural gas pipelines at major river crossings, including crossings at the 

Columbia River between Washougal, Washington and Troutdale, Oregon and near Clatskanie, 

Oregon. The soils at these major river crossings are subject to liquefaction and lateral spreading 

hazards. Most of these pipelines are 1960s vintage and were constructed without seismic design 

provisions. The consequences of potential pipeline failures could be major for natural gas service 

territories and Oregon. Pipe breaks could lead to a natural gas shortfall in the state as well as 

explosions or fires. In addition to the above mentioned pipelines entering Oregon, there are more 

pipelines throughout the state.  

 

LNG storage facility: The LNG storage facility in the CEI Hub was constructed in the late 1960s 

on what is strongly suspected to be highly liquefiable soils based on discussions with the 

operator and DOGAMI hazard maps. This facility, including the LNG tank built for the to 
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provide peaking gas supplies, could result in unsafe conditions during a major earthquake. 

Furthermore, although the facility has an on-site emergency generator, based on EAP partners' 

site inspection with the operator, it had seismic deficiencies and would likely not operate after a 

major earthquake.  

 

At the February 13, 2012 OPUC hearing, the natural gas operator with facilities in the CEI Hub 

reported that they had not performed seismic vulnerability assessments of the natural gas system.  

 

Electricity 
Electrical facilities: Electrical facilities and systems have significant seismic risk due to ground 

shaking and ground failure, including liquefaction and lateral spreading. Seismically vulnerable 

facilities include substations and transmission in the CEI Hub as well as facilities outside of the 

CEI Hub, including power plants, substations and transmission lines. At the February 13, 2012 

OPUC hearing, the investor-owned utility company with facilities in the CEI Hub reported that 

they had not performed seismic vulnerability assessments of the electrical system.  

 

Major vulnerabilities in the CEI Hub include the control buildings, power transformers and other 

electrical equipment in yards at the substations, and transmission towers near the Willamette 

River. Damage is likely to occur to both the transmission system and the distribution system in 

the CEI Hub. Damage to the electrical grid will likely result in a blackout in the CEI Hub and 

elsewhere.   

 

Bonneville Power Administration (BPA) has conducted a comprehensive seismic vulnerability 

study of their system and has had a long-term seismic mitigation program in place since 1993. 

BPA’s long-term seismic mitigation program includes 1) investment protection (e.g. anchoring 

transformers), and 2) power system recovery of critical paths (e.g. hardening of equipment at one 

of multiple bays within a major substation). The first phase of BPA's mitigation program 

includes bracing and restraining critical equipment and seismically upgrading critical building 

facilities west of the Cascade Range. Seismic strengthening in the substation yard would 

typically include: anchoring high-voltage power transformers; bracing transformer conservators 

and radiators; replacing seismically vulnerable live tank circuit breakers with more robust dead 

tank circuit breakers; adding damping systems to existing live tank circuit breakers; hardening 

transformer bushing storage facilities; replacing rigid bus connections with flexible bus. These 

mitigation techniques will improve the reliability of seismic performance. Additional phases of 

the seismic mitigation program will include facilities east of the Cascade Range. 

 

BPA has a critical 115 kV and 230 kV high voltage transmission river crossing in the CEI Hub 

as well as a substation. At the substation in the CEI Hub, some of the high-voltage equipment 

had been anchored and braced to withstand earthquake motions. BPA is in the process of 

conducting seismic strengthening of the control building and equipment inside the control 

building (e.g., brace computer floors, control cabinets, battery racks, ceiling, pipes, etc) and 

additional mitigation in the yard. BPA has conducted subsurface, liquefaction and lateral 

spreading analyses at one of the transmission tower sites at the Willamette River crossing and 

concluded severe ground movement up to 25 feet towards the river channel is possible. Until 

mitigated, it is likely that at least two transmission towers would experience extensive damage, 

be inoperable, require repair or replacement, and power lines could temporarily block river 
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traffic, including the pathway to the oil terminals. The BPA transmission towers at the 

Willamette River crossing are scheduled to be seismically analyzed, have a seismic mitigation 

design completed in 2013, and be mitigated by 2014. 

 

Recent unpublished BPA Cascadia earthquake scenario studies of the existing transmission line 

system indicate that their main grid would require between 7 and 51 days to make emergency 

damage repairs to the transmission line system (Oregon and Washington) from a magnitude 9 

Cascadia earthquake. This scenario assumes many ideal conditions (BPA employees and 

contractor resources are immediately available, all roads and bridges are passable, available fuel, 

etc), which is optimistic.  

  

Impacts to Oregon 
Based on visual observations, engineering judgment, limited analyses, and limited information 

from the facility operators, city records, and available literature, significant seismic risk exists in 

the CEI Hub. Some critically important structures appear to be susceptible to significant damage 

in a major earthquake with potentially catastrophic consequences. Multiple liquid fuel 

transmission pipe breaks and natural gas transmission pipe breaks are possible. Damage to liquid 

fuel, natural gas, and electrical facilities in the CEI Hub is likely. The waterway would likely be 

closed and require clean up.   

 

Due to a combination of the existing seismic hazards, vulnerability of the exposed infrastructure 

and potential consequences, Cascadia earthquakes pose substantial risk to the CEI Hub and to 

Oregon. Not only are the energy sector facilities in the CEI Hub dependent on other sectors and 

systems in Oregon, including transportation and communication, they are interdependent upon 

each other. A major Cascadia earthquake and tsunami would likely produce an unprecedented 

catastrophe much larger than any disaster the state has faced. 

 

Western Oregon will likely face an electrical blackout, extended natural gas service outages, 

liquid fuel shortage, as well as damage and losses in the tens of billions of dollars in a future 

major Cascadia earthquake. Preparing for a catastrophic disaster to become more resilient is 

needed to improve personal safety and security, and safeguard communities and businesses. 
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Section 7 
Recommendations 

 

The most critical call-to-action that DOGAMI has concluded from this study of the CEI Hub is 

this: Energy sector companies must pro-actively integrate seismic mitigation into their 

business practices for Oregon’s energy sector to adequately recover from a magnitude 8.5 to 9 

Cascadia earthquake in a reasonable time period. 
 

Although energy sector companies have made efforts to prepare for seismic events, such as 

through emergency planning and complying with the current building codes, these efforts are 

limited and a timely restoration of energy sector services is questionable. As discussed in the 

Summary of Findings section, only one company has completed comprehensive seismic 

vulnerability assessments and instituted seismic mitigation plans. Energy sector companies must 

make earthquake mitigation an integral part of their overall business plan. This is not only 

prudent for the impact a large magnitude Cascadia earthquake would have on Oregonians and the 

environment; it is good business continuity management. Oregon homes, businesses and 

industries depend upon reliable energy sources. Liquid fuel, natural gas and electricity are 

critical to our economy, environment and everyday existence, and the energy sector must do 

more in order to assure those services and products in the event of a large earthquake.  

 

Recommendations 
In order for the energy sector to pro-actively integrate seismic mitigation into their operations, 

DOGAMI makes these four recommendations to both private and public energy sector 

stakeholders: 

 

1. Energy sector companies should conduct Seismic Vulnerability Assessments on all of 

their systems or facilities, and should work with the appropriate local, state, tribal and 

federal government agencies and stakeholders to achieve timely completion of the 

assessments to understand existing vulnerabilities.  

2. Energy sector companies should institutionalize long-term seismic mitigation 

programs; and should work with the appropriate local, state, tribal and federal 

government agencies and stakeholders to achieve timely and effective mitigation to 

ensure facility resilience and operational reliability. 

3. The State of Oregon's Homeland Security Council should review the vulnerability 

and resilience of the energy sector to earthquakes and other natural disasters within 

the scope of their mission. This could involve the EAP partners (ODOE, OPUC, and 

DOGAMI) as well as ODOT, Building Codes Division, and the Oregon Seismic 

Safety Policy Advisory Commission (OSSPAC).   

4. Energy sector companies and the State of Oregon should build Oregon’s seismic 

resilience to a Cascadia earthquake. Adopting pro-active practices and a risk 

management approach will help achieve seismic resilience. Encouraging a culture of 

awareness and preparedness concerning the seismic vulnerability of the energy sector 

including long range energy planning should be conducted.   
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Recommendation #1: Conduct Seismic Vulnerability Assessments (SVAs) 
To improve energy sector resilience to a catastrophic earthquake, energy sector companies will 

need to conduct Seismic Vulnerability Assessments (SVAs) of each individual energy facility in 

the CEI Hub and on a priority basis throughout Oregon. As part of the SVA, energy sector 

companies should identify key nodes or links at all of their facilities that, if they were to fail, 

would affect many customers over an extended duration. Companies should conduct an 

assessment to determine if the identified key nodes or links have high risk of failure during a 

magnitude 9 Cascadia earthquake. They should evaluate and prioritize the best mitigation 

options on their highest risk key nodes or links. Energy sector companies should consider a 

magnitude 8.5 to 9 Cascadia earthquake and tsunami during wet conditions (including co-seismic 

landslides, liquefaction and lateral spreading) as the basis of their assessments. 

 

Following are suggestions regarding SVAs: 

 Energy sector companies should use sector-appropriate guidelines and standards to conduct 

their SVAs. For example, the electric and natural gas companies can refer to the American 

Lifelines Alliance and the American Society of Civil Engineers or other industry guidelines 

and standards to conduct SVAs on facilities, systems, and components. (See Table 3.) This 

includes considering broader influences relating to: 1) co-location and interdependencies; 2) 

business continuity; 3) safety; 4) environmental damage/spills; 5) reliability of service; 6) 

other critical factors. The liquid fuel companies can refer to the Marine Oil Terminal 

Engineering and Maintenance Standards (MOTEMS), a regulatory program implemented by 

California State Lands Commission that incorporates seismic safety. 

 Energy sector companies should conduct SVAs on all their facilities and systems, including 

liquefaction vulnerabilities, and report to the appropriate authorities and stakeholders within 

a pre-determined time frame providing an overview of their assessment. This should include 

their evaluation in their current state of their expected down time in a Cascadia earthquake, 

which establishes baseline information, as well as expected recovery rate, and expected 

dependence on other sectors. 

 Energy sector companies should report to the appropriate authorities and stakeholders within 

a pre-determined time frame providing an overview of their seismic mitigation plan, costs, 

and implementation timeframes.  

 All energy sector companies should share assessments and mitigation plan with their 

ratepayers and shareholders in order to increase awareness and set realistic expectations for 

the public. This action would help develop support for a funding plan that is both transparent 

and accountable.  

 State agencies (ODOE, OPUC, and DOGAMI) responsible for the Energy Assurance Project 

(EAP) should provide technical guidance to energy sector companies to achieve reliable 

energy-related services. 

 Energy sector companies and public agencies should look for opportunities for public-private 

sector partnerships to prepare for Cascadia earthquakes. This would include pilot projects 

involving SVAs, risk management tools, and mitigation. For example, the Bonneville Power 

Administration (BPA) has plans to mitigate transmission towers at the lower Willamette 

River crossing by 2014. There could be significant cost advantages if the privately-owned 

adjacent towers were upgraded in coordination with the BPA effort. 
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Although building codes for energy sector facilities are limited, many guidelines on how to 

design seismically resistant systems and conduct seismic vulnerability studies for systems are 

available. DOGAMI compiled the Table 5 Seismic Engineering Reference List as a service to 

energy facility owners as part of the EAP. DOGAMI recommends energy companies to use the 

sector-appropriate references, adopt high seismic standards and build for high seismic 

performance.  Table 5 Seismic Engineering Reference List is useful for new and existing energy-

related structures and contains some information on best practices. The list should be updated as 

new key references are made available.  

 

TABLE 5: SEISMIC ENGINEERING REFERENCE LIST 
 
This Reference List was developed by DOGAMI staff for this EAP study in March 2010. It includes current 
and useful references for seismic vulnerability studies and mitigation efforts at energy facilities. 
Companies should consult with facility engineers to determine appropriate references and guidelines to 
conduct seismic assessment and mitigation. This will depend on each facility and their proposed or 
existing structures. Companies should consider the ground conditions at their facility, in particular, site-
specific liquefaction and lateral spreading potential. We have listed websites where available. Some 
references need to be purchased. 
 
Acronyms: 
ALA - American Lifelines Alliance www.americanlifelinesalliance.org 
ASCE - American Society of Civil Engineers 
IBC - International Building Code 
IEEE - Institute of Electrical and Electronics Engineers  
MOTEMS – Marine Oil Terminal Engineering and Maintenance Standards, State of California  
PRCI - Pipeline Research Council International 
TCLEE - Technical Council on Lifeline Earthquake Engineering (under ASCE) 
 
Buildings 
Current IBC (for new buildings) 
New IBC seismic provisions adopt ASCE 7 and only provide a few exceptions or alternatives to ASCE 7 
(ref.  ASCE 7-2005:  Minimum Design Loads for Buildings and Other Structures, newest edition ASCE 7-
10) 
 
ASCE 31 and ASCE 41 (31 for evaluation of existing buildings; 41 for mitigation) 
Seismic Evaluation of Existing Buildings, SEI/ASCE 31-03  
Seismic Rehabilitation Of Existing Buildings ASCE/SEI 41/06 
NOTE:  Neither of these specify explicit retrofit requirements. The user needs to determine goals. 

Electrical 

IEEE 693 RECOMMENDED PRACTICE FOR SEISMIC DESIGN OF SUBSTATIONS (2005) 

ALA Electric Power Systems Guidelines and Commentary (for scoping studies). April 2005  

ASCE 113, Substation Structure Design Guide, Manuals of Practice, Editor: Leon Kempner Jr., 2008, 164 
pp 

ASCE Manual No 96.Guide to Improved Earthquake Performance of Electrical Power Systems. TCLEE. 

Editor: Anshel Schiff. 1999 http://fire.nist.gov/bfrlpubs/build98/PDF/b98069.pdf 

 

http://www.americanlifelinesalliance.org/
javascript:__doPostBack('ctl00$cpmain$dlstBookList$ctl08$lnkBtnBooK','')
http://www.americanlifelinesalliance.org/Products_new3.htm#ElectricPower
http://fire.nist.gov/bfrlpubs/build98/PDF/b98069.pdf
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TABLE 5: SEISMIC ENGINEERING REFERENCE LIST (cont.) 

Petroleum and Natural Gas Facilities, including Waterfront Structures, Tank Farms, and 
Telecommunications 

ASCE Petrochemical facilities seismic guidelines (1997 and forthcoming 2011) 
 
Guidelines for the Seismic Evaluation and Design of Petrochemical Facilities (task committee of 
Petrochemical Committee of Energy Division of ASCE)  
 
Waterfront  
ASCE TCLEE monograph 12. Seismic Guidelines for Ports. March 1998. Editor: Stuart Werner 
 
MOTEMS The most current version of MOTEMS (Rev. 0) is at: 
http://www.slc.ca.gov/Division_Pages/MFD/MOTEMS/MOTEMS_Home_Page.html 
MOTEMS Rev. 1 is expected to become law around Q4 2010, and has already been accepted by the CA 
Building Standards Committee.  You can view all of the changes that will be adopted (the Express Terms) 
at: http://www.slc.ca.gov/Division_Pages/MFD/MFD_Home_Page.html 
 
Tanks, Piping and Control Equipment, incl. Natural Gas Piping and Well Facilities 
ASME/ANSI B31E-2008, Standard for the Seismic Design and Retrofit of Above-Ground Piping Systems 
 
ASME Piping Codes: 
ASME B31.4 (2006) Pipeline Transportation Systems for Liquid Hydrocarbons and Other Liquids 
ASME B31.8 (2007) Gas Transmission and Distribution Piping Systems 
ASME B31.3 (2006) Process Piping  
 
Honegger, D.G. and D.J. Nyman (2004), Guidelines for the Seismic Design and Assessment of Natural 
Gas and Liquid Hydrocarbon Pipelines, PRCI catalog no. L51927.  
http://prci.org/index.php/pm/pubs_details/ 
 
API 620 (2008), Design and Construction of Large, Welded, Low-pressure Storage Tanks 
 
ALA (2002) Guideline for the Design of Buried Steel Pipe 
 
API 650 (2007) Welded Tanks for Oil Storage, 11th Edition, Addendum 1 (2008) and Addendum 2 (2009), 
American Petroleum Institute  
 
California Accidental Release Prevention (CalARP)  
http://www.oes.ca.gov/Operational/OESHome.nsf/978596171691962788256b350061870e/452A4B2AF24
4158788256CFE00778375?OpenDocument 
 
ALA Guide for Seismic Evaluation of Active Mechanical Equipment, 2008 (for walk through assessments)  
 
ALA Oil and Natural Gas Pipeline Systems Guidelines and Commentary (for scoping studies) 
 
ALA  Guideline for the Seismic Design and Retrofit of Piping Systems (for scoping study purposes; used 
to develop B31E) 

 

For the EAP, DOGAMI considers the primary performance target as maintaining system 

reliability after a major Cascadia earthquake. Maintaining service reliability does not mean 

maintaining 100% operation. Instead it refers to minimizing the extent and length of service 

disruption and quick restoration of services to high priority customers (e.g., certain emergency 

facilities and critical infrastructure) and in logical geographic areas (e.g., large population centers 

http://www.slc.ca.gov/Division_Pages/MFD/MOTEMS/MOTEMS_Home_Page.html
http://www.slc.ca.gov/Division_Pages/MFD/MFD_Home_Page.html
http://prci.org/index.php/pm/pubs_details/
http://www.oes.ca.gov/Operational/OESHome.nsf/978596171691962788256b350061870e/452A4B2AF244158788256CFE00778375?OpenDocument
http://www.oes.ca.gov/Operational/OESHome.nsf/978596171691962788256b350061870e/452A4B2AF244158788256CFE00778375?OpenDocument
http://www.americanlifelinesalliance.org/Products_new3.htm#OilGasPipeline
http://www.americanlifelinesalliance.org/Products_new3.htm#RetrofitPiping
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as opposed to tsunami inundated zones where people have been displaced). Other performance 

targets may also be important and largely depends on one's perspective. For the operator, 

protecting workers and preventing monetary losses may be the top priorities. As shown below, 

SVAs can be conducted to address one or more of these specific performance targets:  

 

 Protect public and utility personnel safety 

 Maintain system reliability 

 Prevent monetary loss 

 Prevent environmental damage (ALA, 2004) 

 

Tables 6, 7 and 8 summarize examples of Seismic Vulnerability Assessments with varying 

scopes for liquid fuel, natural gas, and electricity. The tables are not meant to be all-inclusive.  

 

As the first example in Table 6, SVAs of the liquid fuel sector could include engineering 

analyses of specific components, such as piers, tanks or loading racks. An SVA of the 

transmission system to deliver the fuel should be conducted. This would include assessing the 

transmission pipeline for vulnerabilities, such as river crossings, and assessing the reliability of 

the transportation route over water. An SVA of the facility itself could be conducted, including 

the waterfront structures, control building, tanks, pipes and loading racks. An SVA of the 

network system's interdependencies on other energy systems could be conducted, including the 

refineries, which are the upstream portion of the supply chain, the navigational waterway, and 

electricity for equipment such as pumps. The last example is an SVA of the system's 

interdependencies by other services, such as those who require fuel for emergency vehicles and 

emergency generators.  

 

Liquid Fuel 
Table 6: Seismic Vulnerability Assessment examples  

Liquid Fuel  

Scope of Seismic Vulnerability Assessments (SVA) 
Example Target 

SVA of components Pier, tank, or loading rack 

SVA of transmission: pipelines and marine shipping 
Transmission river crossings, Columbia 

river mouth tsunami damage 

SVA of facility 
Holistic analyses, including 

liquefaction potential  

SVA of network system's interdependencies on others 
Dependency on refineries, navigational 

waterway, electricity for pumps 

SVA of network system's interdependencies by others Emergency vehicles and generators 

 

  



105 
 

 

Natural Gas 
Table 7: Seismic Vulnerability Assessment examples  

Natural Gas  

Scope of Seismic Vulnerability Assessments (SVA) 
Example Target 

SVA of components LNG storage tank 

SVA of transmission path 
Gate stations, bridge crossings, 

underground river crossings 

SVA of network system Holistic analyses  

SVA of network system's interdependencies on others 
Dependency on local communication 

systems 

SVA of network system's interdependencies by others Gas service reliability to hospital 

 

Electricity 
Table 8: Seismic Vulnerability Assessment examples  

Electrical 

Scope of Seismic Vulnerability Assessments (SVA) 
Example Target 

SVA of components 
Power transformer and switchyard 

equipment reliability 

SVA of priority path 
Path connecting critical substation 

components 

SVA of network system 
Holistic analyses including engineering 

data 

SVA of network system's interdependencies on others 
Dependency on local transportation 

systems 

SVA of network system's interdependencies by others 
Power disruption to water treatment 

plant and water systems to fight fires 

 

Recommendation #2: Institutionalize Seismic Mitigation Programs  
Mitigation programs should address life safety, environmental impacts, and recovery times as 

well as minimize potential damage. The Seismic Vulnerability Assessments should be followed 

by prioritized mitigation measures to protect critical links of the energy systems from irreparable 

damage as well as to ensure rapid recovery of energy services. After completing SVAs, energy 

companies should establish priorities and determine possible methods to reduce vulnerabilities 

and undesired effects. Assuming the costs associated with implementing the mitigation plans are 

significant, the high costs can be managed by implementing the mitigation plan over several 

years.  

 

DOGAMI recommends energy companies in Oregon to develop and implement long-term 

mitigation plans and strategies to reduce damages from future disasters so as to maintain 

services. Following are suggestions regarding the development of seismic mitigation programs: 

 

1) Consider benefits versus costs (e.g., using benefit-cost analyses) together with basic 

societal needs  
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2) Prioritize actions 

3) Consider resilience (example: if there is redundancy in the system, then perhaps 

controlled/limited damage is acceptable) 

4) Determine costs and funding source 

5) Integrate plans and strategies into other company efforts, such as business continuity 

and emergency response planning 

6) Provide updates to the appropriate authorities and stakeholders on their seismic 

mitigation plan, costs, and implementation timeframes.  

 

The mitigation measures can range from changes to the energy system by strengthening, 

replacing, relocating, or adding redundant systems elsewhere. Liquefaction mitigation could 

involve a variety of approaches, including ground improvement techniques (e.g., dynamic 

compaction, stone columns, and compaction grouting) or specially designed liquefaction 

resistant foundations (e.g., pile or mat). A seismic mitigation program should consider a risk 

management approach in order to utilize funds efficiently for the best outcomes. Seismic 

mitigation program should also be integrated into the company's institutionalized programs, such 

as in the risk management or business continuity programs, and include stable funding. The 

following photos show two mitigation examples. Figures 64 and 65 show a vulnerable battery 

configuration and a seismically ready battery rack for emergency purposes, which provides a 

reliable power source. Figures 66 and 67 show an existing high voltage power transformer that 

has been seismically braced. Figures 68 and 69 show improperly anchored transfomers. 

Protecting power transformers and other equipment that is difficult to replace should be a high 

priority. 

 

 
Figures 64 and 65:  Batteries should not be on a wheeled cart as in the photo on the left. 

Emergency batteries, as well as other components such as generators and communication 

devices, should be braced on an anchored rack to withstand Cascadia earthquake forces as in 

the photo on the right. (DOGAMI photos) 
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Figures 66 and 67: Left photo shows the front view of an existing transformer with seismic 

anchorage including steel cross bracing as mitigation.  The right photo shows the side view of 

the same existing transformer with diagonal bracing. (Photos: Leon Kempner) 

 

 
Figures 68 and 69: The photo on the left shows high voltage transformers (orange color) in the 

CEI Hub that require proper anchorage. The close-up photo on the right shows that the 

transformer is anchored, but the anchorage was poorly installed or poorly maintained as 

evidenced by the amount of grout that is missing. (DOGAMI photos) 

 

Tables 9, 10 and 11 provide mitigation examples for the liquid fuel, natural gas, and electricity 

industries. The examples are not meant to be comprehensive, but rather convey basic ideas of 

possible weak areas coupled with possible strengthening methods. Companies will need to 

consider each and every facility, structure or system in a prioritized manner. Mitigation programs 

can involve short-term, medium-term, and long-term activities.  

Mitigation measures for the liquid fuel sector (Table 9) could entail improving the strength of the 

ground at existing piers or wharves to control ground deformation from liquefaction and lateral 

spreading of the foundation soils. Mitigation could focus on the tank yards because of the 

liquefaction-induced ground settlement potential. The underlying soils and the foundation of the 
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tanks could be strengthened, the bottom of the tanks could be strengthened, or new tanks could 

be installed. Pipes with rigid connections could be mitigated by adding flexible connections or 

rerouting the pipe configuration. Similarly, emergency shut-off valves could be added to the pipe 

network in strategic places to isolate fuel and control damages. Control buildings could be 

mitigated by structural upgrades to the building and non-structural upgrades, such as strapping 

computers. The last example is that the loading racks could be mitigated to improve the 

operation of the pumps by providing a connection for an emergency generator.  

 

Liquid Fuel 
Table 9: Mitigation examples  

Liquid Fuel Component Example Mitigation Option Example 

Piers and wharves 
Ground deformation from 

lateral spreading of soils 

Improve ground to control 

ground failure 

Tank yards  
Ground settlement of tanks 

from liquefaction 
Strengthen tank foundation 

Piping Pipes with rigid connections Add flexible connections 

Control building (inside)  Operations room Strap computers  

Loading racks Electrical for pumps 
Add connection for portable 

emergency generator  

 

Natural Gas 
Table 10: Mitigation examples  

Natural Gas Component Example Mitigation Option Example 

Gate station 
Ground deformation from soil 

liquefaction 

Ground improvement using 

drains and grout  

LNG storage facility LNG tank  Install base isolation system  

Control building 
Uninterruptible power supply 

(UPS) 

Remove wheels and anchor 

rack 

Control building (inside) Back up batteries  
Strap batteries on earthquake 

resistant battery rack  Figure 9 

Transmission pipe 
Transmission pipes at river 

crossing 

Strengthen soils to prevent 

liquefaction and lateral 

spreading 
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Electricity 
Table 11: Mitigation examples  

Electrical Component Example Mitigation Option Example 

Substation control building Structural stability of building Add exterior shear walls 

Substation control building 

(inside) 
Stability of control equipment 

Brace tall cabinets and 

communication trays 

Substation yard Power transformer 
Anchor to prevent sliding 

(Figure 10) 

Substation yard Bus support structure 

Add flexibility and slack to 

power connections between 

equipment  

Transmission corridor 
Transmission tower at river 

crossing 

Strengthen foundation system 

for liquefaction  

 

Recommendation #3: Oversight by Homeland Security Council  
To secure a stable energy supply, Oregon must provide a resilient supply chain during normal 

operations as well as during extreme crisis conditions, such as after a Cascadia earthquake. In 

addition to performing mitigation activities on energy facilities, vulnerabilities of essential 

transportation and telecommunication systems that support energy sector operations and 

recovery need to be addressed in order to ensure that the energy sector is not hindered by 

interdependencies with other critical infrastructure. DOGAMI recommends the State of Oregon's 

Homeland Security Council review the vulnerability of the critical energy sector in Oregon and 

consider action within the scope of their mission to improve the resilience of the system to 

natural disasters. Important considerations would include the energy sectors' interdependencies 

with each other as well as with the transportation, telecommunication, and other critical sectors. 

The Council could involve the EAP partners (ODOE, OPUC, and DOGAMI) as well as other 

agencies and commissions, including ODOT, Building Codes Division, and the Oregon Seismic 

Safety Policy Advisory Commission (OSSPAC). The Council could consider long term energy 

planning and goal setting efforts and requiring accountability on progress in seismic energy 

security and reliability.  

 

Seismic Energy Security Efforts  
As part of this study, the EAP partners considered who could ensure that adequate progress is 

being made towards achieving reliable energy sector services after a major Cascadia earthquake. 

We identified a number of existing relevant organizations that could address reliability of 

services in the energy sector. We concluded that the current efforts being made by existing 

organizations were inadequate as they mostly focused on emergency response and not on 

reliability of energy sector services. As an example, Oregon Emergency Management's (OEM) 

Oregon Emergency Response System (OERS) includes Emergency Support Function #12 — 

which focuses on restoration of damaged energy systems and components during a potential or 

actual emergency or major disaster 

(http://www.oregon.gov/OMD/OEM/plans_train/docs/eop/esf_12.pdf). We considered 

recommending the formation of a new group with this specific focus but quickly determined 

rather than creating another group, that tapping into an existing organization would be 

http://www.oregon.gov/OMD/OEM/plans_train/docs/eop/esf_12.pdf


110 
 

preferable. We determined that group of a high-level individuals who could make major 

decisions and create new policies was preferred. As such, we identified the Homeland Security 

Council as the best option. Its membership consists of: (a) Four members from the Oregon 

Legislative Assembly; (b) The Governor; (c) The Adjutant General; (d) The Superintendent of 

State Police; (e) The Director of the Office of Emergency Management; and (f) Additional 

members appointed by the Governor who the Governor determines necessary to fulfill the 

functions of the council, including state agency heads, elected state officials, local government 

officials, a member of the governing body of an Indian tribe and representatives from the private 

sector (http://www.oregonlaws.org/ors/401.109). In May 2012, OPUC and DOGAMI met with 

the General Mike Caldwell, director of OEM, and OEM staff to explore whether or not the 

Homeland Security Council would be an appropriate group to take on this task.  At the meeting, 

we learned that the Homeland Security Council had limited productivity, was recently 

downsized, but also received very positive feedback on it as a likely appropriate group to address 

seismic security of the energy sector.  

The EAP partners initiated efforts to evaluate possible emergency land, air and river 

transportation routes, including by air reconnaissance with the assistance of the Civil Air Patrol 

(CAP), in August 2010. Based on the initial findings, DOGAMI recommends that the Council 

examine the transportation and telecommunication sectors to better understand and address 

shortcomings in critical operational interdependencies. Reliable critical transportation routes 

during earthquake disasters are vital for emergency response and recovery, including fuel 

distribution. Information on telecommunication frameworks and seismic preparedness guidelines 

are provided in Appendix C: Telecommunications: Seismic Codes and Guidelines.  

 

The Council could work with Building Code Division, OSSPAC, engineering and construction 

industries and other key stakeholders to identify and rectify existing gaps in the seismic 

provisions of the current building codes. For example, the current codes do not require facilities 

that are operating well beyond their design life to be re-examined even when there are significant 

public safety concerns.  

 

Recommendation #4: Build Oregon's Seismic Resilience 
Oregon energy facilities are generally prepared for most natural hazards, such as localized severe 

winter storms. However, the energy sector is not prepared for a catastrophic Cascadia earthquake 

disaster. The CEI Hub is one critical part of a state economy that is within a disaster-prone area. 

If damaged, Oregon's economy could result with catastrophic consequences. To date, there are 

inadequate safety protocols to protect Oregon from significant earthquake impacts to the CEI 

Hub as this study has shown. On the state level, Oregon is considered to have low resilience to a 

major Cascadia earthquake.  

 

In contrast, on a national level, the U.S. will be able to absorb the shock from a major Cascadia 

earthquake and tsunami. Oregon would be assisted by many others, including the federal 

government, the non-profit sector, and a variety of private companies. Many energy sector 

organizations that operate in Oregon would have extensive assistance from their own companies 

as well as other energy sector companies that have mutual aid agreements in place. In order to 

build seismic resilience for critical energy infrastructure operations and interdependencies in 

Oregon, we need to pursue the recommendations listed on the following pages. In additional to 

http://www.oregonlaws.org/ors/401.109
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the recommendations, Oregon can adopt a risk management strategy. The concept of 

"resilience," which is a relatively new term in disaster preparedness, is described below.  

 

"Resilience" has a variety of definitions. One definition of resilience is the capacity of a system 

or a structure to absorb and recover from a shock (Bruneau et al, 2005; 

http://mceer.buffalo.edu/research/resilience). Resilience can be defined to include four elements:  

 

1. Robustness - strength, or the ability of elements, systems, and other units of analysis to 

withstand a given level of stress or demand without suffering degradation or loss of 

function;   
2. Redundancy - the extent to which elements, systems, or other units of analysis exist that 

are substitutable, i.e., capable of satisfying functional requirements in the event of 

disruption, degradation, or loss of function;  

3. Resourcefulness - the capacity to identify problems, establish priorities, and mobilize 

resources when conditions exist that threaten to disrupt some element, system, or other 

unit of analysis (resourcefulness can be further conceptualized as consisting of the ability 

to supply material - i.e., monetary, physical, technological, and informational - and 

human resources to meet established priorities and achieve goals); and  
4. Rapidity - the capacity to meet priorities and achieve goals in a timely manner in order to 

contain losses and avoid future disruption.  

(http://mceer.buffalo.edu/research/resilience/resilience_10-24-06.pdf) 
  

In 2011, the National Research Council (NRC) released a report, "National Earthquake 

Resilience." This report included the following list and Table 12 addressing resilience:  

 Relevant hazards are recognized and understood.  

 Communities at risk know when a hazard event is imminent.  

 Individuals at risk are safe from hazards in their homes and places of work. 

 Disaster-resilient communities experience minimum disruption to life and economy after 

a hazard event has passed. (NRC, 2011) 

The National Research Council’s report made these observations on what condition a state with 

high resilience should be in following a catastrophic earthquake: 

 No systematic concentration of casualties. Important or high-occupancy structures (e.g. 

schools, hospitals, and other major institutional buildings; high-rise commercial and 

residential buildings) do not collapse, and significant numbers of specific building types 

(e.g. hazardous unreinforced masonry structures) do not collapse. There are no major 

hazardous materials releases that would cause mass casualties.  

 

  

http://mceer.buffalo.edu/research/resilience
http://mceer.buffalo.edu/research/resilience/resilience_10-24-06.pdf
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 Financial loss and societal consequences are manageable, not catastrophic. Damage to 

the built environment is reduced to avoid catastrophic financial and societal losses due to 

overwhelming cost of repair, casualties, displaced populations, government interruption, 

loss of housing, or loss of jobs. Community character and cultural values are maintained 

following disasters; there is not wholesale loss of iconic buildings (including those 

designated as historic), groups of buildings, and neighborhoods of architectural, historic, 

ethnic, or other significance.  

 Emergency responders are able to respond and improvise. Roads are passable, fire 

suppression systems are functional, hospitals and other critical facilities are functional. It 

is noteworthy that during the 9/11 attacks, New York City’s response was hampered by 

the need to set up a new Emergency Operations Center as the existing one had been 

located in the World Trade Center.  

 Critical infrastructure services continue to be provided in the aftermath of a disaster. 

Energy, water, and transportation are especially critical elements. Telecommunications 

are also very important. Continued service is needed for critical facilities such as 

hospitals to function, as well as for residents to remain sheltered in their homes.  

 Disasters do not escalate into catastrophes. Infrastructure interdependencies have been 

anticipated and mitigated, so that disruptions to one critical infrastructure do not cause 

cascading failures in other infrastructures (e.g. levee failures in New Orleans escalated 

the disaster into a catastrophe). Fires are quickly contained and do not develop into major 

urban conflagrations that cause mass casualties and large-scale neighborhood destruction.  

 Resources for recovery meet the needs of all affected community members. Resources for 

recovery are available in an adequate, timely, and equitable manner. To a large extent, 

local governments, non-profit organizations, businesses, and residents would have 

already materially and financially prepared for a major disaster (e.g. are adequately 

insured; have undertaken resilience activities on their own and in cooperation with 

others). Safety nets are in place for the most vulnerable members of society.  

  Communities are restored in a manner that makes them more resilient to the next event.  

Experience is translated into improved design, preparedness and overall resilience. High-

hazard areas are rebuilt in ways that reduce, rather than recreate, conditions of disaster 

vulnerability (NRC, 2011). 
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Table 12: Resilience applications to social, ecological, physical, and economic recovery by time 

period.  (National Research Council - NRC, 2011) 

 

For the EAP, DOGAMI developed the resilience triangle graph with the resilience triangle 

shown in green. (Figure 70) The basic principle of the resilience triangle is that the smaller the 

triangle, the higher the resilience. Higher resilience requires minimal reductions in critical 

lifeline services after a disaster, speedy recovery of those services, and an overall improved 

service level as a result of rebuilding damaged systems and implementing better systems. Chile 

and Japan have high levels of earthquake resilience on the basis of their performance after the 

2010 magnitude 8.8 earthquake in Chile and 2011 magnitude 9.0 earthquake in Japan 

(notwithstanding the nuclear energy issues). At the current stage, Oregon's energy sector has low 

resilience and is expected to have significant loss of energy sector services and a slow recovery 

time.  
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Figure 70: DOGAMI Resilience Triangle illustrates that high resilience is due to a combination 

of low losses, quick recovery and services improved to a higher level than before the disaster  

(DOGAMI modified from Bruneau et al, 2005) 

 

Recommended Practices for Building Seismic Resilience 
The following list is composed of  suggested practices  for energy sector companies. These 

suggestions are not prioritized and are not all-inclusive. The first four suggestions concern 

emergency response and recovery; the remaining suggestions pertain more to pre-disaster 

planning.  

 

 Energy sector companies should have specific memorandums-of-understanding (MOUs) 

in place with energy sector organizations and nearby businesses/industries to assist one 

another during emergency situations. This would include MOUs with industry partners 

throughout the US who can be called upon for assistance. These MOUs must be in place 

and coordinated in advance of an earthquake.  

 Energy sector companies should have essential spare parts readily available to repair 

damaged equipment and keep equipment operational. For example, electrical utilities 

should have an adequate supply of insulators on hand as insulators are susceptible to 

breakage during earthquakes. Oil companies should have fuel hoses available to keep 

equipment operational on a temporary basis. 

 Energy sector companies should maintain safe conditions following a major Cascadia 

earthquake, and if necessary, have earthquake-resistant emergency generators, fuel cells 

or battery banks to power critical operations. Existing generators in flood prone areas 

may require relocation to higher points or placement in water-proof vaults. 

 Energy sector companies should consider where they would set up company emergency 

headquarters if current facilities are unavailable. A reliable facility outside the CEI Hub 

and, perhaps, east of the Portland area, may be a good choice to serve as a control center 

following a Cascadia earthquake. The energy sector may want to establish a regional 

emergency operation center—perhaps a virtual clearing house—to help coordinate 

restoration of energy sector services. 

 Both the public and private sector should assess what resources may be needed to 

continue critical energy operations following a Cascadia earthquake. They should 
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proactively make provisions to minimize the impact, rather than rely on a robust response 

operation. Existing entities, including the Department of Homeland Security (DHS) 

Fusion Center, DHS U.S. Coast Guard Area Maritime Security Committees, and the 

Oregon Emergency Response System Council should consider taking steps to reduce 

potential damage to the energy sector before a Cascadia earthquake, which requires 

partnering to ensure readiness. 

 Energy sector companies should review and learn pertinent information from prior 

earthquakes, such as the 2004 magnitude 9.1 Sumatra earthquake, 2010 magnitude 8.8 

Chile earthquake, and 2011 magnitude 9.0 Japan earthquake. Although it can be difficult 

to extract practical information depending upon the country and situation of the prior 

earthquake, two non-profit organizations provide sources of information on impacts from 

major earthquakes. These include: 1) American Society of Civil Engineers that publishes 

lifeline information, including the energy sector, on “Technical Council of Lifeline 

Earthquake Engineering” after major worldwide earthquakes 

(http://www.asce.org/Content.aspx?id=2147488653) , and 2) Earthquake Engineering 

Research Institute’s (EERI) that has the Learning from Earthquakes Program 

(http://www.eeri.org/projects/learning-from-earthquakes-lfe/). The EERI focus is broad 

(geosciences, emergency response, building, and more). 

 Energy sector companies should turn to industry-specific seismic documents to help 

evaluate and improve existing components and systems and design new construction. The 

goal is to reduce and control potential damage. For example, the Marine Oil Terminal 

Engineering and Maintenance Standards (MOTEMS) is a regulatory program 

implemented by California State Lands Commission that incorporates seismic safety for 

the liquid fuel industry’s oil terminals. Figure 71 shows a seismic instrument at a facility 

regulated by MOTEMS. The American Lifelines Alliance and American Society of Civil 

Engineers provide similar seismic guidelines for the electrical, natural gas and liquid fuel 

industries.  

 Energy sector companies should look for engineering solutions that are industry 

appropriate. For example: Liquid fuel companies could construct new tanks and piping to 

withstand liquefaction hazards by strengthening the underlying soils, designing robust 

foundations and installing flexible piping connections. Seismically mitigation for existing 

important tanks could also be conducted. Natural gas companies could consider in-

ground LNG tanks such as those commonly built in Japan. In-ground tanks can be 

designed to address buoyancy forces in liquefiable soils. Oil and gas companies could 

design their systems to be able to isolate certain blocks of areas using control valves in 

order to better control or contain damage. Isolating areas prone to liquefaction to prevent 

cascading damage is a possibility. Electrical companies could build micro-grids for 

important facilities or districts so areas could be isolated and continue to operate if the 

main grid goes down. A micro-grid in Sendai, Japan performed well after the 2011 

earthquake (http://spectrum.ieee.org/energy/the-smarter-grid/a-microgrid-that-wouldnt-

quit).  

 Energy sector companies should determine target performance levels to provide service 

after a Cascadia earthquake, and in time, achieve those performance objectives. For 

example, after a winter storm, an electricity company may determine that a target 

performance level to restore 75 percent of customers’ within 24 hours, 90 percent within 

48 hours, and 100 percent within one week is achievable. Energy sector companies 

http://www.asce.org/Content.aspx?id=2147488653
http://www.eeri.org/projects/learning-from-earthquakes-lfe/
http://spectrum.ieee.org/energy/the-smarter-grid/a-microgrid-that-wouldnt-quit
http://spectrum.ieee.org/energy/the-smarter-grid/a-microgrid-that-wouldnt-quit
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should evaluate the cost to achieve the “target” by using sound methods (e.g., benefit cost 

assessments to verify that the upgrades are cost effective).  Any targets that are 

discovered to be unachievable (e.g., after reasonable mitigation efforts have been made) 

after should be adjusted on an iterative basis. For a Cascadia earthquake, target time 

frames should be longer than under typical downtime events, due to the expected 

widespread damage and interdependencies. Seismic mitigation efforts and temporary 

workarounds should be factored into this target performance level. For example of a 

possible workaround, temporary piping or hoses can be installed to bypass damaged 

pipes for liquid fuel or damaged oil terminal piers to address for fuel supply and 

distribution services. Restoration goals would likely vary between the heavy commercial 

areas in the Portland metro area, the heavily populated I-5 corridor, rural areas, and 

coastal areas. As an example, after 10 years of mitigation implementation, a target 

performance level for electricity restoration might be set for the Portland metro area at 75 

percent restored by 48 hours, 90 percent by 4 days, 95 percent after 1 week and about 100 

percent after 1 month. For the coastal area above the tsunami inundation zone, the target 

might be at 75 percent restored by 5 days, 90 percent by 2 weeks, 95 percent after 2 

months and about 100 percent after 4 months. (These restoration rates for electricity are 

not recommendations, but provided as illustrations.) 

 Energy sector companies should institutionalize comprehensive seismic mitigation plans 

that include costs and implementation timeframes.  

 Both the public and private sectors should improve the available redundancy in systems 

where little or no redundancies are currently available. For example, oil companies 

should explore building expanded or new fuel terminals on stable ground (i.e., not 

susceptible to liquefaction). Likewise, natural gas companies should consider building 

redundancy into the natural gas system south of the greater Portland metropolitan area. 

The proposed Palomar transmission line to connect an eastern Oregon natural gas 

pipeline in Molalla and the proposed LNG terminal in Coos Bay are two options under 

recent consideration. 

 Energy sector companies with co-located facilities can look at joint opportunities to make 

ground improvements to mitigate liquefaction.    

 Energy sector companies should discuss the length of time for restoring services with 

critical customers such as water treatment plants. If the projected restoration time is too 

long for critical customers, those customers might be encouraged to find other emergency 

power sources such as emergency generators with ample fuel supply or alternative energy 

sources. Similarly, energy sector companies could discuss the anticipated restoration time 

for geographic areas such as along the Oregon coast. It may be prudent to install systems 

for emergency electricity purposes in distributed geographic regions expected to have 

slower restoration of services, for example, in Coos Bay, Newport, and Astoria. 

 



117 
 

 
Figure 71: This photo shows an example of an oil company in California that is following best 

practices learned from other earthquakes. The white box contains an accelerometer that records 

site-specific data. Having the recorded ground motion data will allow engineers to better 

understand the performance of the structures at the oil terminal and help them evaluate the 

structural performance and improve future designs. (DOGAMI photo) 

 

Risk Management Approach 
A major Cascadia earthquake and tsunami will deliver a simultaneous shock to many of the 

energy systems that Oregonians depend on to support our lives and communities. As damaging 

as a Cascadia earthquake will be, prudent investments in resilient energy infrastructure can save 

lives, minimize a catastrophe and accelerate economic recovery. Creating resilience by using an 

earthquake risk management strategy is recommended. (Figure 72)  

Earthquake risk management includes five components:  

1. Hazard identification 

2. Risk assessment 

3. Engaging stakeholders 

4. Risk prioritization, and  

5. Risk mitigation.  

The approach should be holistic and realistic— it is not possible to eliminate the risk of damage 

and impacts, but it is possible to reduce the expected damage to a controllable level. Because 

Cascadia earthquakes occur infrequently, adopting a long-term view of building resilience is 

reasonable. 
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Figure 72: Earthquake Risk Management Strategy (Wang, 2010) 

 

As part of this project, DOGAMI, OPUC and ODOE (the EAP partners) promoted seismic 

awareness of Oregon’s critical energy infrastructure. We developed productive relationships with 

other state agencies, federal agencies, energy sector companies, associations, emergency 

response organizations and other major stakeholders regarding seismic preparedness giving 

about 60 presentations. We conducted table-top exercises and extensive outreach, including:  

 

 2009 EAP partner hosted fuel sector table-top held at NWN headquarters 

 2010 DOGAMI testimony to House of Representatives Transportation Committee 

 2010 DOGAMI testimony to House of Representatives Veterans and Emergency Services 

Committee 

 2010 Interagency Hazard Mitigation Team meeting held at the Oregon Emergency 

Management 

 2011 Energy Assurance: Lessons from Japan's Earthquake Disaster symposium held at the 

Oregon Capitol. Sponsored by OPUC and DOGAMI, co-sponsored by Cascadia Region 

Earthquake Workgroup and Oregon Seismic Safety Policy Advisory Commission. Speakers 

included Senate President Peter Courtney, Representative Deborah Boone, Susan Ackerman 

(PUC Commissioner), Chris Goldfinger (scientist), Kit Miyamoto (engineer). Participants 

included Vicki McConnell (director of DOGAMI), General Mike Caldwell (director of 

OEM), Carmen Merlo (director of Portland Bureau of Emergency Management), Eric Corliss 

(COO of Oregon Red Cross).  

 2011 EAP partners joint presentation to Oregon Emergency Response System held at the 

Oregon Emergency Management 

 2011 Pacific Northwest Economic Region Annual Summit, Disaster Resilience Energy 

Assurance session, co-organized by Alice Lippert, Program Manager, the U.S. Department of 

Energy's Energy Assurance Program and co-moderated by Ken Murphy, the then FEMA 

Region X Administrator (http://www.pnwer.org/2011AnnualSummit/LongAgenda.aspx). 

 

http://www.pnwer.org/2011AnnualSummit/LongAgenda.aspx
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These efforts were minimal, however, considering the task at hand. In order to build resilience in 

Oregon's energy sector, it is necessary to increase awareness on the risk to the energy sector and 

Oregonians from a Cascadia earthquake. There needs to be a cultural shift by Oregonians to 

become an earthquake preparedness culture. More transparency and accountability in the energy 

sector on Cascadia preparedness is required. 

 

Encourage a Culture of Earthquake Preparedness  
Since the terror attacks in the US on September 11, 2001, Americans have become much more 

aware of and supportive of security precautions. Rather than wait for an earthquake disaster to 

strike, Oregon should take precautions today and become better prepared. 

 

It is not a question of if a large magnitude Cascadia earthquake will occur, but when it will occur. 

This study has demonstrated that Oregon’s CEI Hub is vulnerable to a Cascadia earthquake, and 

its failure will impact our supply and sources of liquid fuel, natural gas and electricity throughout 

Oregon. Oregonians have experienced gas shortages during the 1970s, and power outages during 

winter storms.. Following a Cascadia earthquake, there will likely be no gas available to the 

public for a considerable period of time. During a winter storm, power outages last hours to days 

long. After a Cascadia earthquake, many Oregonians could be without heat and electrical power 

for months.  

 

Oregonians should  heed this study’s findings, that: 

 A Cascadia earthquake will occur. 

 Oregon’s CEI Hub – where critical energy infrastructure is located in a six-mile stretch 

of land – is vulnerable to a Cascadia earthquake. 
 Oregon’s resilience to a Cascadia earthquake is low. 

 Energy sector companies must adopt best practices and pro-actively integrate seismic 

mitigation efforts into their business operations to prepare their facilities and systems to 

absorb and recover from a Cascadia earthquake and to sufficiently restore critical 

electric, natural gas and liquid fuel services to Oregon homes, businesses and industries 

in a reasonable time period. 

 More stringent oversight on seismic preparedness in the energy sector (liquid fuel, 

electricity and natural gas) may be needed. ### 
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Appendix A 
Oregon Economic Interdependency Assessment of the Energy Sector 

 

Scott B. Miles, Associate Professor, and Alexis Blue, Graduate Student, Resilience Institute, 

Western Washington University 

 

The goal of the study included in this appendix was determine the economic interdependencies 

of Oregon’s energy infrastructure with itself, broader critical infrastructure, and Oregon’s 

commercial economy. This study characterizes critical infrastructure and commercial economy 

for the entire state at a county resolution. Characterizing the interdependencies quantitatively 

facilitates the general understanding of potential economic ripple effects of earthquake-induced 

disruption of energy infrastructure on the State of Oregon. The primary task of the study was to 

model the effects of lower sales of electricity, fuel and natural gas -- the three Oregon Energy 

Assurance sectors –to other critical infrastructure industries and the rest of Oregon’s economy. 

Limitations in this study approach are discussed in the analysis overview.  

 

The objectives of this study were the following:  

1. Aggregate industries to represent energy and critical infrastructure sectors to characterize 

the interdependencies of power, natural gas, and fuel industries with other critical 

infrastructure industries, and Oregon’s commercial economy 

2. Develop an energy infrastructure-focused input-output table for the State of Oregon  

3. Analyze the economic impacts of financial loss within the created energy infrastructure 

sectors for a range of energy infrastructure financial loss scenarios 

 

Analysis Overview 

The study used input-output analysis to understand economic interdependencies between energy 

infrastructure sectors and other sectors, as well as to estimate economic impacts of various 

energy infrastructure financial loss scenarios. The financial loss scenarios are used as a rough 

proxy for energy infrastructure disruption. The analysis described below does not model physical 

infrastructure disruption or cascading functional impacts. 

 

The software tool and data set called IMPLAN by MIG Inc., was used to conduct the input-

output analysis of this study (http://implan.com/). IMPLAN data is a compilation of data for 

describing employment, employee compensation, proprietary income, other property income, 

indirect business taxes, output, inter-institutional transfers, and household and government 

purchases. For this study, the data is reported at the state level, even though the data is available 

at a finer resolution. IMPLAN was used to model the impact of negative sales as a proxy for 

infrastructure disruption. IMPLAN models how this loss of sales and jobs flows back through 

inter-industry purchasing.  

 

Interdependency Assessment 

 

The interdependency assessment was conducted using the 2008 IMPLAN database (the latest 

dataset available at the time of the study) with no additional or modified data. IMPLAN data 

describes 440 North American Industry Classification System (NAICS) industry classes in the 

dataset. The 440 NAICS industries were aggregated into 19 sectors for the purpose of this 
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analysis. The first priority of the aggregation was to group industries associated with each 

respective energy infrastructure sector (petroleum, natural gas, and electricity), while grouping 

the remaining industries in sectors typically used in similar input-output studies. The energy 

infrastructure groupings were based on input and review from the Oregon EAP Team. The 19 

sectors for grouping the 440 NAICS industries are listed in Table A1.  

 

After aggregation, an input-output (I-O) analysis was conducted to produce the input-output 

table shown as Table A2. The inside 19 by 19 matrix of the table (labeled 1 through 19) shows 

amount of sales and purchases between the 19 sectors. The columns represent the purchasing of 

inputs (payments) to create the respective sector’s products or services. The rows indicate the 

selling of outputs (receipts) by each sector. The second to last row, labeled “Value Added” 

indicates the combination of payments for labor, profits, and imports. The sum of all 

intermediate inputs plus value added equals the last row, labeled “Total Inputs.” The second to 

last column of Table 5 is labeled “Final Demand,” which includes sales to consumption (by 

consumers), investments, governments, and exports. Final demand plus the sum of all 

intermediate outputs equals the final column, labeled “Total Outputs.” The value in the cell of 

the intersection of the last row and last column is referred to as gross output. Gross output is 

equal to gross state product (net output) plus intermediate consumption. 

 

 

Table A1: Sectors in Interdependency Assessment 

01 Petroleum 

02 Electricity 

03 Natural Gas 

04 Communication 

05 Transport by Air 

06 Transport by Rail 

07 Transport by Water 

08 Transport by Truck 

09 Transport by Pipeline 

10 All Other Transportation 

11 Utilities 

12 Agriculture/Forestry 

13 Mining 

14 Construction 

15 Services 

16 Wholesale/Retail 

17 Non-Durable Goods 

18 Durable Goods 

19 Government Services - Public Safety 
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        Table A2: Baseline Inputs-Outputs for Interdependency Assessment  
 

Outputs (Payments, $ Millions) 

                                   

  Inputs (Receipts, $ Millions) 
01 02 03 04 05 06 07 08 09 10 11 12 13 14 15 16 17 18 19 

Final 

Demand Total 

 

01 Petroleum 11.9 40.5 29.0 1.4 14.5 2.7 0.0 19.4 0.1 11.2 0.0 21.1 0.3 31.6 27.7 11.9 43.5 14.4 11.8 236.8 530.0 

02 Electricity 3.2 4.5 35.6 19.7 0.9 0.3 2.6 6.7 0.0 13.5 0.1 106.5 15.9 74.0 1035.9 328.4 303.6 621.7 23.0 2356.4 4952.5 

03 Natural Gas 7.8 2.2 11.4 19.6 0.1 0.0 1.2 2.3 0.0 9.2 0.3 30.9 9.4 24.3 239.7 45.2 301.4 431.5 57.3 433.7 1627.6 

04 Communication 0.6 8.0 0.9 1240.5 11.2 0.9 2.3 18.9 0.0 11.5 0.3 5.7 0.7 137.4 1672.8 261.4 59.8 239.9 7.3 3407.3 7087.3 

05 Transport by Air 0.2 2.0 0.4 12.5 0.1 0.2 0.7 5.1 0.0 10.3 0.0 2.5 0.1 15.8 159.9 23.1 23.7 67.4 1.0 886.7 1211.6 

06 Transport by Rail 0.7 74.7 1.8 2.1 0.4 2.5 0.1 25.7 0.0 7.9 0.0 25.0 5.5 20.3 26.7 4.5 113.3 175.1 2.9 364.6 853.9 

07 Transport by Water 0.2 3.3 0.4 0.3 1.7 0.4 0.0 2.1 0.0 6.4 0.0 15.0 0.5 8.7 41.9 1.4 29.7 27.9 1.1 386.3 527.3 

08 Transport by Truck 1.7 14.5 2.5 11.1 2.8 3.7 3.4 129.8 0.0 17.1 0.1 95.5 8.2 202.8 255.5 156.0 334.7 649.1 22.0 1493.0 3403.6 

09 Transport by Pipeline 0.1 3.4 2.8 0.0 0.1 0.0 0.0 0.2 0.0 0.0 0.0 0.0 0.0 0.2 0.1 0.1 0.3 0.1 0.7 2.8 11.1 

10 All Other Transportation 0.3 6.9 0.8 40.3 89.6 11.8 76.3 231.5 0.0 69.9 0.1 2.4 1.1 10.8 807.4 604.4 20.5 62.0 9.7 1139.9 3185.8 

11 Utilities 0.1 14.8 0.3 6.1 0.1 0.2 1.8 0.6 0.0 14.5 0.0 34.2 0.1 11.7 155.2 18.3 22.6 38.4 36.8 -296.1 59.8 

12 Agriculture/Forestry 0.4 0.3 2.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 1774.4 1.5 41.0 107.6 20.1 1955.3 284.5 0.1 6096.5 10283.8 

13 Mining 0.2 79.1 1.2 0.9 0.0 0.1 0.0 0.0 0.0 0.0 0.0 5.1 14.4 23.0 6.4 0.1 14.2 103.2 3.7 316.7 568.1 

14 Construction 7.2 99.1 1.2 47.2 0.3 27.9 0.0 2.1 0.2 13.2 4.0 24.5 0.0 13.4 856.6 70.8 69.2 163.5 172.9 17016.0 18589.2 

15 Services 41.0 329.9 54.4 1480.5 146.4 128.0 77.9 365.6 0.8 285.1 6.8 693.6 48.1 2343.2 29237.8 5486.9 2339.6 6725.0 541.9 74279.8 124612.2 

16 Wholesale/Retail 8.4 20.5 10.2 49.8 12.4 11.0 2.2 75.1 0.1 32.1 0.2 256.5 7.1 1389.2 1356.4 895.1 1294.3 3733.1 43.9 23784.7 32982.3 

17 Non-Durable Goods 5.6 4.4 7.4 32.2 0.5 1.3 0.8 10.7 0.0 9.5 0.0 400.3 2.3 170.3 1158.4 178.4 2266.0 907.6 18.9 17469.5 22644.2 

18 Durable Goods 3.5 16.5 6.9 80.2 10.2 13.5 23.1 24.7 0.1 27.0 0.2 32.1 7.3 1109.2 612.1 124.0 234.8 5732.0 62.1 49927.9 58047.3 

19 Government Services - Public Safety 0.0 0.0 0.1 5.1 0.0 0.0 0.0 0.3 0.0 5.2 0.0 0.2 0.0 0.0 140.3 9.8 11.1 16.5 42.4 19346.4 19577.5 

 Value Added 436.8 4227.8 1458.4 4037.9 920.3 649.4 334.7 2482.7 9.8 2642.3 47.5 6758.4 445.9 12962.2 86713.8 24742.3 13206.6 38054.3 18518.0   

 Total 530.0 4952.5 1627.6 7087.3 1211.6 853.9 527.3 3403.6 11.1 3185.8 59.8 10283.8 568.1 18589.2 124612.2 32982.3 22644.2 58047.3 19577.5  310755.2 

Note: * Value Added = Employee Compensation + Proprietor Income + Indirect Business Taxes + Other Property Type Income 
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The same information in Table A2, except for value added and final demand amounts, is 

provided in Figure A1 in graphical form, with the increasing dollar values represented by 

increasingly hotter colors from blue (cool) to red (hot). Note the hot colors, represent values of 

$100 million or greater, where maximum values listed in Table A2 are in the tens of billions. The 

threshold was chosen in order to easily visualize lower values.  

 

Figure A2 presents the information of Table A2 in bar chart form to emphasize the relationship 

between each respective energy infrastructure sector and the rest of the Oregon economy to 

understand whether the particular energy sector is more or less dependent on the other 18 

individuals sectors than each of the 18 sectors are on the respective energy sector. The outputs of 

each energy sector are represented by a dark color (blue for petroleum, red for electricity, and 

purple for natural gas, respectively) and inputs of the remaining sectors by a lighter respective 

shade.  A higher dark bar (e.g., dark blue for 01 Petroleum) at the x-axis location of another 

sector (e.g., 08 Transport by Truck, represented by light blue) means that the transportation by 

truck sector purchases more petroleum than the petroleum sector purchases from the 

transportation by truck sector. In other words, the transportation by truck sector is more 

dependent on the petroleum sector than the petroleum sector is dependent on the transportation 

by truck sector. Figures A3, A4, and A5 show the same information as Figure A2 but include 

inputs and outputs for only one respective energy sector.  

 

 
Figure A1. Visual representation of the input-output table of Table A2. Hotter colors (red, orange) 

indicate higher dollar value. Red indicates $100 million or greater.  



135 
 

 
Figure A2. Petroleum, electricity and natural gas outputs (receipts) and inputs (payments) with respect to 

all analyzed sectors. Note: Vertical scale is capped at $100 million to facilitate comparison. 
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Figure A3. Petroleum outputs (receipts) and inputs (payments) with respect to all analyzed sectors. 
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Figure A4. Electricity outputs (receipts) and inputs (payments) with respect to all analyzed sectors. 
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Figure A5. Natural gas outputs (receipts) and inputs (payments) with respect to all analyzed sectors. 

 

Petroleum: Figures A2 and A3 show that the petroleum sector has relatively high unequal 

monetary relationships with several sectors. The electricity, natural gas, transport by air, 

transport by truck, other transportation, agriculture/forestry, construction, non-durable goods, 

durable goods, and government services are significantly more dependent on the petroleum 

sector than the other way around. The only other strong dependency of the petroleum sector on 

another sector is between it and the services sector. 

 

Electricity: Figures A2 and A4 show that the electricity sector is more dependent on the transport 

by rail and mining sectors than the reverse. This is also minimally the case for the petroleum and 

construction sectors. Alternatively the agriculture/forestry, services, wholesale/retail, non-

durable goods, and durable goods sectors are more dependent on electricity than the reverse 

 

Natural Gas: Figure A2 and A5 show that there are strong monetary relationships with 

communications, agriculture/forestry, construction, services, wholesale/retail, non-durable 

goods, durable goods, and government services sectors are all more dependent on the natural gas 

sector than the other way around. The inverse is true for the petroleum and electricity sectors. 

Impact Analysis 
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A suite of scenarios was developed to estimate the impacts of reduced levels of energy sector 

products being purchased over the course of one year (in this case 2008, the most recent year 

available for IMPLAN) as an approximate proxy for energy infrastructure loss. The impact 

analysis does not model the impact of physical or functional loss of the energy infrastructure, 

only loss of purchases of sector goods and services. The analysis also does not represent when 

within the year loss in purchases occurs. The results of the analysis are only representative of 

purchases loss within the year and don’t include any losses in subsequent years. The scenarios 

analyzed using IMPLAN are summarized in Table A3. The values in Table A3 are percent 

reduction in purchases. In order to avoid divide by zero errors in IMPLAN, zero was 

approximated using a value close to zero. Table A4 lists, in the second column, the total output 

when each energy infrastructure sector purchases are normal (based on 2008 data in IMPLAN), 

which represents no hazard impact. The remaining columns to the right show the reduction in 

output for 75 percent, 50 percent, 25 percent and 0 percent of normal purchase levels to 

approximate hazard impacts.  

  

Input-output analysis has some associated limitations in modeling economic impacts. For this 

particular application, again, input-output modeling does not model functional relationships of 

infrastructure. The loss modeled is financial in the form of reduced purchases of some good or 

product – in this case related to an energy infrastructure sector. Changes in inputs and, thus, 

outputs cannot be represented at any temporal resolution less than a year. Data for input-output 

analysis are only available a few years after the year the data describes. (In this case, the most 

recent data available are for 2008.) No consideration is made within the analysis for price effects, 

substitutions, or economies of scale. A basic input-output model, such as used here, is a demand-

side model and so assumes that supplies are infinite. As a result, the absolute and relative 

financial relationships of purchases (inputs) and receipts (outputs) are reliable. The limitations in 

the context of modeling the influence of supply disruptions (such as a reduction of energy 

infrastructure service in a disaster) will results in significant under-estimation of actual loss. The 

predicted loss should be considered a lower-bound. Due to limitations of this interdependency 

model, the actual losses could be orders of magnitude higher because of supply-side and 

functional dependencies. 
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Table A3. Percent operability for the respective energy infrastructure sector 

 Fuel Electricity Nat'l Gas  
Baseline  100% 100% 100% 

All 75 75 75 75 

All 50 50 50 50 

All 25 25 25 25 

All 0 0 0 0 

Fuel 75 75 100 100 

Fuel 50 50 100 100 

Fuel 25 25 100 100 

Fuel 0 0 100 100 

Elec 75 100 75 100 

Elec 50 100 50 100 

Elec 25 100 25 100 

Elec 0 100 0 100 

NatGas 75 100 100 75 

NatGas 50 100 100 50 

NatGas 25 100 100 25 

NatGas 0 100 100 0 

 

Table A4.  Outputs values, in dollars, for each scenario. 

 100% 75% 50% 25% *0% 

Petroleum 529,967,073 -132,491,768 -264,983,537 -397,475,305 -524,667,403 

Electricity 4,952,514,064 -1,238,128,516 -2,476,257,032 -3,714,385,548 -4,902,988,923 

Natural Gas 1,627,604,600 -406,901,150 -813,802,300 -1,220,703,450 -1,611,328,554 
*The computations in the 0% scenario have been approximated and theoretically should be the negative equal value 

of the 100% scenario  

 

Figure A6 shows the total impact (direct + indirect + induced) for all energy infrastructure loss 

scenarios. The three energy infrastructure types, as well as all infrastructure types 

simultaneously, are listed along the x-axis (all, electricity, natural gas, and petroleum) with each 

scenario listed in decreasing percent of operability (75%, 50%, 25%, 0%). The greatest amount 

of loss of any scenario is expectedly for all energy sectors with purchases 0% or normal for the 

year, at close to $7 billion dollars, with about $2.6 billion of that loss being non-direct (indirect + 

induced). The greatest loss associated with just one energy infrastructure sector is close to $7 

billion (with about $2 billion of that non-direct loss) and is for the electricity purchases at 0% of 

normal scenario. Notice that the ratio between non-direct and direct loss is constant. 
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Figure A6. Total impact, including direct, indirect, and induced, for all energy infrastructure 

disruption scenarios.  

 

Table A5 shows the indirect dollar losses and multipliers related to the disruption of each energy 

infrastructure (including all at once) with respect to output and employment. The second column 

of Table A5 shows the value in dollars of non-direct (indirect + induced) loss for each dollar of 

assumed direct loss. The direct loss is assumed as part of the energy infrastructure disruption 

scenarios. Thus, if $100,000 of direct loss were suffered for all energy infrastructure, an 

additional $39,000 would be lost as a result of non-direct loss. Similarly, the third column shows 

how many non-direct jobs are lost as result of one direct job lost. Thus if 1,000 jobs are lost as a 

result of disruption to all energy infrastructure, an additional 2,420 non-direct jobs would be lost. 

It is important to note that the two columns are not coupled. For example, $100,000 of direct loss 

to all energy infrastructure does not result in 242,000 non-direct jobs lost. 
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Table A5. Indirect Dollar and Jobs Loss Relationship For Energy Sectors. Data are preliminary.  

 
 

If the available electricity, natural gas and liquid fuels were significantly reduced, then the non-

direct dollar losses would have major socioeconomic consequences to Oregon. In the 

hypothetical scenario that 100% energy infrastructure is disrupted, a minimum of $0.39 of non-

direct loss would be expected for every dollar of loss up to a maximum of the aggregate output 

value of the energy sectors. The sectors most impacted for this scenario are Services, followed 

next by Wholesale/Retail, followed by Construction, Non-Durable Goods, Electricity, 

Communications, Mining, Durable Goods, Petroleum, and Transport by Rail. The impact to 

Services is about an order of magnitude greater than the other sectors. For employment impacts, 

under the same scenario, a minimum of 2.42 jobs would be expected to be lost for every direct 

job lost in the energy sectors. Again, the greatest impacted by this scenario, by an order of 

magnitude, is the Service industry, followed again by Wholesale Retail, as well as Construction. 

The impact to services is very similar across the individual energy sector disruption scenarios. 

Most significant is the finding that the Electricity sector has the greatest monetary and 

employment impact potential of the three energy sectors. 

 

The scenarios from this study have not been linked with specific studies of energy sector impacts 

from a Cascadia earthquake, and it is not possible to relate any of the modeled scenarios to 

estimated damage and losses to the energy sector due to a Cascadia earthquake.   
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Improving the energy sector's resilience to major disasters, in particular a Cascadia earthquake 

would require mitigation actions to reduce the restoration time of energy services.  The total 

impact from a disaster to the energy sector would include the direct damage to the energy 

facilities, the loss of sales (such as by amounts as shown in the scenarios), non-direct losses and 

non-direct job losses (as shown in Table A5), and a multitude of cascading functional impacts, 

which would also potentially have economic impacts of their own.  

  

Comparison with Other Studies 

After the Northridge earthquake, Tierney (1997) found that after debris clean up, loss of 

electricity was the most commonly cited reason for business closure (Table A6). The most 

significant impacts were seen in the finance, insurance, and real estate industries (FIRE; 

classified as services in the current study) and construction. FIRE services were also impacted 

the most in the current study on Oregon energy disruption. In a study by Tierney and Nigg 

(1995) comparing the dependency of businesses to five types of infrastructure between 

Memphis, TN and Des Moines, IA with respect to potential (Memphis; earthquake disruption) 

and actual (Des Moines; 1993 Midwest floods) disruption. Table A7 (Des Moines) and Table A8 

(Memphis) shows the results of that study. In both cases, businesses depend most on electricity, 

while depending on natural gas third most. Lastly, in the study of the business impacts from the 

1993 Midwest floods, Tierney (1994) wrote the following, which provides further insight into 

the importance of energy infrastructure amongst other required business resources and the 

impacts of the services sector (FIRM) from these disruptions:  

 

Overall, electricity was rated as the most critical lifeline service by both large and small 

businesses, with the former considering electric service more important than the latter. 

Large manufacturing and construction firms and both large and small companies in the 

finance, insurance, and real estate sectors were more likely than other businesses to rate 

electricity as critical to their operations. While small businesses generally considered 

telephone service to be the second most critical lifeline, large businesses appeared to 

view telephones, water, sewer service, and natural gas as equally critical. 

 

A study by Rose et al. (2007) on the economic impacts of electricity outage due to a terrorist 

attack on Los Angeles, CA found that the services sector was most impacted by a significant 

margin. This is not surprising as the input-output analysis found that services and manufacturing 

are the two main business users of electricity. 

 

None of the above studies included direct dependence on liquid fuel. Looking at Table A6, one 

could conjecture that a few factors leading to business closure are related to lack of access to 

liquid fueling, putting disruption of fuel near the top of the factors. Even so, what studies have 

been done confirm the general validity of the findings of the current study and the importance of 

resilient infrastructure, as well as the significant economic impact that would arise due to energy 

disruption from a Cascadia earthquake in Oregon. The general lack of studies of the dependence 

of and impacts to businesses from energy infrastructure disruption suggests the importance and 

innovation of this study. 
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Table A6. Ranked factors determined to have lead to business closures after the 1994 

Northridge earthquake (Tierney, 1997). 

 
 

Table A7. Results of surveys to businesses in Des Moines IA asking the degree of 

importance on five types of infrastructure (Tierney and Nigg, 1995). 
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Table A8. Results of surveys to businesses in Memphis, TN asking the degree of 

importance on five types of infrastructure (Tierney and Nigg, 1995). 
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Appendix B 
Lateral Spreading Sensitivity Study 

 
by Steven Bartlett, PE, University of Utah and Yumei Wang, PE, DOGAMI 

Introduction 
 

The potential amount of ground deformation resulting from liquefaction-induced lateral spread in 

the Critical Energy Infrastructure (CEI) Hub in Portland, Oregon was jointly evaluated.  The 

University of Utah was the lead modeler, and DOGAMI was the lead in framing the sensitivity 

study and provided some of the input variables including the geotechnical soils data. The 

evaluations were done using empirical equations developed by Youd et al. (2002) and by 

nonlinear numerical modeling using a finite difference computer program called FLAC (Fast 

Lagrangian Analysis of Continua) (v.5) developed by Itasca, 2005. The lateral spread evaluations 

were done using several earthquake time histories and slope conditions for two cases of soil 

conditions:  (1) unimproved ground, and (2) improved ground.  Unimproved ground denotes 

analyses performed for the existing ground conditions that have not been modified by any type 

of ground improvement technology.  Improved ground denotes analyses that were done to 

estimate the potential reduction in lateral spread displacement that might be achieved by 

modifying the properties of the potentially liquefiable soil using some type of ground 

improvement technology (e.g., stone columns, rammed aggregate piers, etc.). 

Seismic Input 
 

The evaluations involved selection of representative acceleration time histories for magnitude 9.0 

(M9.0) and magnitude 8.0 (M8.0) earthquakes and slightly adjusting them for use in the 

numerical modeling. A total of ten subduction zone earthquake time histories were considered 

for the final numerical analyses (Figure B1). Two of these are synthetic time histories obtained 

from Art Frankel of the US Geological Survey (1msoil and 1ssoil), and the remaining eight time 

histories are from other subduction zone earthquakes from the 1985 Chilean and 1985 Mexican 

earthquakes.  Each candidate time history was analyzed using both of its horizontal components. 

All candidate time histories were scaled to a peak ground acceleration (pga) value of 0.3 g to be 

more representative of the expected strong motion for a 1000-year return period event (Figure 

B2).  For example, the pga value for a deterministic Cascadia M9.0 event is about 0.18 g; 

however, when this event is considered in probabilistic terms at a 1000-year return period, the 

expected pga increases to approximately 0.3 g for rock and stiff soil sites. In addition to the 0.3-g 

scaling of pga, the candidate time histories were baseline-corrected to ensure that no artificial 

displacement occurs when analyzing the records in the numerical model.  
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Figure B1. Representative time histories used in FLAC analysis  

 

 
Figure B2. Acceleration response spectra for the time histories used in FLAC analysis  
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Subsurface Conditions 
 

In-situ soil data from a BPA tower site in the CEI Hub were used to develop representative soil 

profiles and used in conjunction with other generic soil properties from the area (BPA, 2008; 

CH2MHill, 2006).  Figure B3 shows in-situ soil data (cone penetrometer soundings) from the 

CEI Hub, which were used in the evaluations. From a lateral spread viewpoint, the primary zone 

of interest is that from about 21 to 46 feet deep.  Much of this zone has qc1values of 60 tons / sq. 

foot, and except for the zone between 38 to 40 feet, the soils appears to be granular and 

susceptible to liquefaction due to their low penetration resistance. (Note that materials with 

penetration resistance greater than 60 tons / sq. foot were not considered in the evaluations 

because they are probably not susceptible to damaging lateral spread displacement due to their 

higher density and strength.) 

 

 
 

Figure B3.  Soils layering and profile considered in FLAC analyses (modified from BPA, 2008) 

Lateral 
Spread 
Zone 
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Numerical Model 
 

Figure B4 shows the FLAC cross sectional model that was used in the parametric analyses.  It 

has the following dimensions 1,000 m wide; height at left and right edges was varied to evaluate 

a range of ground slope angles from 0.5 to 5 degrees; 5 m depth to ground water table; depth to 

base of lateral spread zone 12.5 m (41 feet) and 7.5 m (25 feet) of lateral spread zone.  Note that 

because of the mesh spacing of the developed model, the lateral spread zone depth and thickness 

varies slightly from that shown in Figure B3. These slight differences do not significantly affect 

the modeling results. 

 

 
Figure B4. The FLAC model of a slope from the CEI Hub deformation analysis. This is an 

example run with the modeled slope gently sloping towards the left.  

 

The following modeling approach was used to analyze the potential lateral spread displacement 

at the site: 

 

 The model was first brought to static equilibrium for the groundwater conditions to 

calculate the state of in situ stress in the soil profile before the onset of the earthquake 

and liquefaction. 

 The soil properties of the subsurface soils were set to a drained friction angle of 32 

degrees and the initial (maximum) shear modulus was calculated based on a subsurface 

shear wave velocity of 150 m/s (500 feet/s). 



150 
 

 The candidate time histories were input at the base of the FLAC model and the 

earthquake motion was propagated through the model.  Slight scaling of the time history 

was done to ensure that the 0.3 g was produced at the surface of the model without 

liquefaction effects present in the model. 

 Each candidate time history was analyzed using both a positive polarity (+) and a 

negative polarity (-) to evaluate the sensitivity of lateral spread displacement to the 

polarity of the record. 

 Liquefaction effects were introduced in the modeling using the following approach and 

assumptions: 

o Liquefaction is triggered approximately when the first 0.1 g acceleration spike is 

encountered in the candidate time history based on liquefaction triggering 

analyses. 

o Maximum shear strength and soil stiffness values for the soil profile were used at 

the onset of strong motion. 

o These values were linearly degraded to residual values to represent complete 

liquefaction at the time when the first 0.1 g acceleration spike occurred in the 

respective time history. 

 The initial shear modulus at the beginning of the earthquake record was 

degraded to 10 percent of its initial value at complete liquefaction. 

 The friction angle of the liquefied soil was degraded from its peak value of 

32 degrees at the beginning of the earthquake record to 6 degrees when 

complete liquefaction was encountered. This residual value was selected 

because it allows the residual strength to be approximately 10 percent of 

the initial mean effective stress under hydrostatic conditions, which is a 

reasonable estimate of the residual strength for loose, liquefied sand. 

 The lateral spread horizontal displacement was calculated for each of the candidate time 

histories.  The slope of the FLAC model was varied from 0.5 to 5 degrees for each of the 

candidate time histories to account for potential variation of slope in the CEI Hub. 

 The FLAC model results were also compared against displacements predicted from the 

Youd et al. (2002) regression equation to evaluate the reasonableness of the FLAC 

model. 

Lateral Spread Displacement Estimates for Unimproved Ground 
 

Using the modeling approach described above, a parametric study was conducted to estimate the 

order of magnitude and characteristics of the possible lateral spread displacement for 

unimproved ground. Table B1 shows the main parameters used in the study, as well as the 

deformation results for the various earthquakes and ground slope cases.  In addition, the FLAC 

results are compared and complemented with empirically derived mean estimates of horizontal 

displacement obtained from the empirical relationships developed from the Youd et al. (2002) 

for M9.0 and M8.0 earthquakes (Figure B5).  Note that Youd et al. (2002) found that actual 
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displacements can vary by a factor of 2 from the mean estimate. Thus for example, the upper 

bound lateral spread displacement for a 5 percent slope and a M9.0 event is approximately 10 m 

based on a mean estimate of about 5 m for that same event. 

 

 
 

Figure B5. Estimates of horizontal displacement versus ground slope for M9.0 and M8.0 

earthquakes compared with mean estimates from Youd et al. (2002) regression equation.  

 

The FLAC modeling results for records 1msoil and 1ssoil produce about 17 m of predicted 

ground displacement for a M9.0 event on a 5 percent slope.  This is somewhat higher than the 10 

m upper bound estimated by the Youd et al. (2002) regression equation. The reason for the 

relatively large displacement produced by the FLAC model can be seen by comparing the 

magnitude and duration of the strong motion represented by histories 1msoil and 1ssoil with the 

other candidate time histories used in the modeling. The 1msoil and 1ssoil records both have 

strong motion duration that exceeds 200 s and ground accelerations that exceed 1 m/s
2
 (0.1 g) for 

much of the record (Figure B1). The amplitude and duration of strong motion for these two 

records are notably higher than the other records used in the evaluations. Certainly the amount of 

lateral spread displacement would decrease if these records were used unscaled instead of the 

0.3-g scaling that was used.  However, we choose to use the scaled time histories for these events 

and evaluate the corresponding ground improvement needed to remediate the lateral spread, as 

discussed in the next section. 
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Lateral Spread Displacement Estimates for Improved Ground 
 

The soil properties used in the FLAC model were modified to represent the case where the 

ground has been improved by some type of ground improvement technology. For these analyses, 

the soil properties were modified accordingly to represent the effects of improved ground in the 

lateral spread zone. 

  

 The friction angle in the liquefied zone was increased from its residual value in the FLAC 

model to a value where deformations became small.  From this, the shear strength 

required to ameliorate the lateral spread was calculated. 

 The residual shear modulus for the treated zone was set equal to 30 percent of the initial 

unliquefied value of the shear modulus, G. 

 The shear strength of the improved ground required to mitigate the lateral spread was 

uniformly distributed throughout the potential lateral spread zone. 

 It was assumed that excess pore pressure generation from cycling (partial liquefaction) 

does not affect the shear strength of the improved ground. 

The evaluation of improved ground was not repeated for all cases.  Instead, representative time 

histories were used to estimate what treatment was required to mitigate the lateral spread hazard.  

The selected time histories were: (1) 1msoil, which was selected to represent a M9.0 event at a 

distance of 100 km, and (2) SWCZ1, which was selected to represent a M8.0 event at a distance 

of 100 km.  These particular earthquake records were selected because they produced 

displacement near the upper bound displacement for the unimproved ground case (Figure B-5); 

hence they represent a conservative case to analyze the effects of improved ground. 
 

The results of the improved ground evaluations presented in Table B-2. These analyses show that 

the improved soil must have a minimum composite strength of about 30 to 50 kPa (600 to 1000 

psf) to mitigate the lateral spread hazard for a M9.0 event. The analyses also show that the 

improved soil must have a minimum composite strength of about 20 to 45 kPa (400 to 900 psf) 

to mitigate the lateral spread hazard for a M8.0 event.  We anticipate that if these composite 

strengths can be obtained using ground improvement, then the expected lateral spread 

displacement will be 0.05 m (2 inches), or less.  These preliminary evaluations were done using 

limited geotechnical data and simplifying assumptions. More detailed, site specific evaluations 

can be made for the individual facilities. 
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Table B1: Parametric Study Inputs and Results for FLAC Deformation Analyses for Unimproved Ground 

   
Untreated 

 
Untreated 

   
Treated 

   
Residual Depth Predicted 

  
Equivalent Predicted 

  
Untreated residual phi'  Ground Displace- Treated Mean eff. S u Displace- 

Time  
History Polarity slope (%) (deg) 

Water  
 (m)  ment (m) phi' (deg) stress (kPa) (kPa)  ment (m) 

1msoil + 0.5 6 5 0.7 15 110.00 28 0.05 

1msoil - 0.5 6 5 0.35 
    1msoil + 1 6 5 1.9 19 110.00 36 0.05 

1msoil - 1 6 5 2.4 
    1msoil + 2 6 5 4.5 22 110.00 41 0.05 

1msoil - 2 6 5 5 
    1msoil + 5 6 5 17 27 110.00 50 0.15 

1msoil - 5 6 5 17 
    

          1ssoil + 0.5 6 5 0.75 
    1ssoil - 0.5 6 5 1.3 
    1ssoil + 1 6 5 1.9 
    1ssoil - 1 6 5 2.3 
    1ssoil + 2 6 5 4.5 
    1ssoil - 2 6 5 4.5 
    1ssoil + 5 6 5 17 
    1ssoil - 5 6 5 17 
    

          Ch_1 Chile + 0.5 6 5 0.45 
    Ch_1 Chile - 0.5 6 5 0.05 
    Ch_1 Chile + 1 6 5 0.15 
    Ch_1 Chile - 1 6 5 0.2 
    Ch_1 Chile + 2 6 5 1 
    Ch_1 Chile - 2 6 5 0.1 
    Ch_1 Chile + 5 6 5 2 
    Ch_1 Chile - 5 6 5 1.7 
    

          Ch_2 Chile + 0.5 6 5 0.05 
    Ch_2 Chile - 0.5 6 5 0.03 
    Ch_2 Chile + 1 6 5 0.06 
    Ch_2 Chile - 1 6 5 0.4 
    Ch_2 Chile + 2 6 5 0.1 
    Ch_2 Chile - 2 6 5 0.2 
    Ch_2 Chile + 5 6 5 1.3 
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Ch_2 Chile - 5 6 5 0.4 
    

          Union_90 + 0.5 6 5 0.1 
    Union_90 - 0.5 6 5 0.1 
    Union_90 + 1 6 5 0.2 
    Union_90 - 1 6 5 0 
    Union_90 + 2 6 5 0 
    Union_90 - 2 6 5 0.2 
    Union_90 + 5 6 5 1 
    Union_90 - 5 6 5 0.2 
    

          Union_360 + 0.5 6 5 0 
    Union_360 - 0.5 6 5 0.2 
    Union_360 + 1 6 5 0.1 
    Union_360 - 1 6 5 0.3 
    Union_360 + 2 6 5 0.3 
    Union_360 - 2 6 5 0.2 
    Union_360 + 5 6 5 0.4 
    Union_360 - 5 6 5 0.3 
    

          Val 70 + 0.5 6 5 0 
    Val 70 - 0.5 6 5 0.1 
    Val 70 + 1 6 5 0 
    Val 70 - 1 6 5 0.5 
    Val 70 + 2 6 5 0 
    Val 70 - 2 6 5 0.35 
    Val 70 + 5 6 5 1.7 
    Val 70 - 5 6 5 0.5 
    

          Val 160 + 0.5 6 5 0.1 
    Val 160 - 0.5 6 5 0.3 
    Val 160 + 1 6 5 0.2 
    Val 160 - 1 6 5 0.4 
    Val 160 + 2 6 5 0.4 
    Val 160 - 2 6 5 0.7 
    Val 160 + 5 6 5 1.6 
    Val 160 - 5 6 5 2.6 
    

          SWCZ1 + 0.5 6 5 0.1 10 110.00 19 0.05 

SWCZ1 - 0.5 6 5 0 
    SWCZ1 + 1 6 5 0.25 15 110.00 28 0 

SWCZ1 - 1 6 5 0.2 
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SWCZ1 + 2 6 5 0.6 20 110.00 38 0.05 

SWCZ1 - 2 6 5 0.5 
    SWCZ1 + 5 6 5 2 25 110.00 46 0.05 

SWCZ1 - 5 6 5 2 
    

          SWCZ2 + 0.5 6 5 0.25 
    SWCZ2 - 0.5 6 5 0 
    SWCZ2 + 1 6 5 0.3 
    SWCZ2 - 1 6 5 0 
    SWCZ2 + 2 6 5 0.5 
    SWCZ2 - 2 6 5 0.05 
    SWCZ2 + 5 6 5 1.4 
    SWCZ2 - 5 6 5 1.2 
    

          Youd et al. M9 
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Table B2: Parametric Study Inputs and Results for FLAC Deformation Analyses for Improved Ground 

  Polarity Untreated Untreated Depth Untreated Treated Mean eff. Equivalent 
Su 

Treated 

Time 
History 

  slope (%) residual phi' 
(deg) 

Grd Water 
(m) 

Predicted 
Displacement 
(m) 

phi' (deg) stress (kPa) (kPa) Predicted 
Displacement 
(m) 

1msoil + 0.5 6 5 0.7 15 110.00 28 0.05 

1msoil - 0.5 6 5 0.35         

1msoil + 1 6 5 1.9 19 110.00 36 0.05 

1msoil - 1 6 5 2.4         

1msoil + 2 6 5 4.5 22 110.00 41 0.05 

1msoil - 2 6 5 5         

1msoil + 5 6 5 17 27 110.00 50 0.15 

1msoil - 5 6 5 17         

SWCZ1 + 0.5 6 5 0.1 10 110.00 19 0.05 

SWCZ1 - 0.5 6 5 0         

SWCZ1 + 1 6 5 0.25 15 110.00 28 0 

SWCZ1 - 1 6 5 0.2         

SWCZ1 + 2 6 5 0.6 20 110.00 38 0.05 

SWCZ1 - 2 6 5 0.5         

SWCZ1 + 5 6 5 2 25 110.00 46 0.05 

SWCZ1 - 5 6 5 2         
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Appendix C 
Telecommunications: Seismic Codes and Guidelines 

 

All companies with facilities in the CEI Hub are encouraged to conduct seismic vulnerability 

assessments that include interdependencies on other systems, such as telecommunication 

systems. Telecommunication  systems are not only important for communication systems, but 

also many different types of systems, such as pipeline and electrical systems, need 

telecommunications to operate. Telecommunication systems can help monitor and control data 

and systems so many systems are dependent on them. Seismic codes and guidelines for 

telecommunication systems are provided below. The list should be updated as new key 

references are made available.  

 

Telecommunications 
 

To increase service reliability, facilities should incorporate redundancy of wired, wireless and radio 
services (see figure; PBX = Private branch exchange for private telephone network) 

 
NEBS - Network Equipment-Building System, including GR-63 Physical Protection  
Bellcore http://telecom-info.telcordia.com/site-cgi/ido/docs2.pl?ID=160834912&page=nebs 
 
ASCE - American Society of Civil Engineers (ASCE) 7-10 American Society of Civil Engineers 
 
ASCE - monograph No. 10 Methods of Achieving Improved Seismic Performance of Communications 
Systems 
 
TIA/EIA-222-G (2009) Structural Standard for Antenna Supporting Structures and Antennas 
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During the 2001 Nisqually earthquake, liquefied sand was extruded onto the ground surface 

beneath the railroad tracks near Capitol Lake in Olympia.  The vented sand is called a sand blow, 

and is clear evidence of liquefaction of the underlying soil. Photo by Stephen P. Palmer.

Liquefaction during the 1965 SeaTac earthquake caused both lateral and vertical movement of the 

ground in the Port of Seattle. Cargo cranes such as the one in the background are vulnerable to 

liquefaction-induced ground displacement. Lateral spreading such as this can cause severe damage 

to both above-ground structures and underground utilities. Photo courtesy of the Karl V. 

Steinbrugge Collection, Earthquake Engineering Research Center [http://nisee.berkeley.edu/visual_ 

resources/steinbrugge_collection.html].

liquefied sand

railroad track

Peat is not susceptible to liquefaction but may 
undergo permanent displacement or loss of 
strength as a result of earthquake shaking.

Liquefaction susceptibility: LOW

Liquefaction susceptibility: VERY LOW to LOW

Liquefaction susceptibility: VERY LOW

Bedrock

Ice

Peat deposit

Liquefaction susceptibility: LOW to MODERATE

Water

Liquefaction susceptibility: MODERATE to HIGH

Liquefaction susceptibility: MODERATE

Liquefaction susceptibility: HIGH

EXPLANATION

This explanation is standardized for this series of county-based 

liquefaction maps; some categories may not appear on this map.

WHAT IS LIQUEFACTION?

Liquefaction is a phenomenon in which strong earthquake shaking causes 

a soil to rapidly lose its strength and behave like quicksand. Liquefaction 

typically occurs in artificial fills and in areas of loose sandy soils that are 

saturated with water, such as low-lying coastal areas, lakeshores, and 

river valleys. When soil strength is lost during liquefaction, the 

consequences can be catastrophic. Movement of liquefied soils can 

rupture pipelines, move bridge abutments and road and railway 

alignments, and pull apart the foundations and walls of buildings. Ground 

movement resulting from liquefaction caused massive damage to 

highways and railways throughout southern Alaska during the 1964 Good 

Friday earthquake. During the 1989 Loma Prieta earthquake, liquefaction 

was a contributing factor to severe building damage in the Marina 

District of San Francisco. Liquefaction-induced ground movements also 

broke water lines, severely hampering control of the ensuing fires in the 

Marina District. Damage caused by liquefaction to the port area of Kobe, 

Japan during the 1995 earthquake resulted in billions of dollars in 

reconstruction costs and lost business.

WHAT IS A LIQUEFACTION SUSCEPTIBILITY MAP?

A liquefaction susceptibility map provides an estimate of the likelihood 

that soil will liquefy as a result of earthquake shaking. This type of map 

depicts the relative susceptibility in a range that varies from very low to 

high. Areas underlain by bedrock or peat are mapped separately as these 

earth materials are not liquefiable, although peat deposits may be subject 

to permanent ground deformation caused by earthquake shaking.  These 

liquefaction susceptibility maps are based on our 1:24,000-scale geologic 

interpretation of the areas of younger sediments, indicated as units Qs and 

uTs in Figure 1, and on published 1:100,000-scale map data elsewhere 

(see Table 1 in accompanying report, Construction of Liquefaction 

Susceptibility and NEHRP Site Class Maps for Clark County, 

Washington).  Liquefaction susceptibility in the area of unit Qs shown in 

Figure 1 is based on quantitative analyses of geotechnical boring data and 

integration of subsurface geologic and groundwater depth models.

MAPPING LIQUEFACTION SUSCEPTIBILITY 

IN CLARK COUNTY

Depth to groundwater was used to discriminate areas having low to 

moderate susceptibility from those having low to very low susceptibility.  

Areas of shallow groundwater presented greater liquefaction 

susceptibility in our quantitative analyses of this hazard.  Delineation of 

these areas was based on two available groundwater models.  One of 

these models was based on a map of groundwater elevation produced by 

McFarland and Morgan (1996) as part of a cooperative investigation of 

the Portland Basin groundwater system.  This model allowed 

discrimination areas having low to moderate susceptibility from those 

having low to very low susceptibility for all of Clark County.  The 

countywide liquefaction susceptibility map uses McFarland and Morgan's 

groundwater model.

A second groundwater model that covered the southwestern portion of 

Clark County was also available (Rod Swanson, written commun., Clark 

County Department of Public Works, 2003).  The model produced by 

Swanson generally shows groundwater as occurring at shallower depths 

than indicated by McFarland and Morgan (1996).  Consequently, the 

number and extent of areas having a low to moderate liquefaction 

susceptibility will be greater.  This consequence is evident in the 

alternative liquefaction susceptibility map, which is based on Swanson's 

groundwater model.

HOW CAN THIS MAP BE USED?

Liquefaction susceptibility maps such as this can be used for many 

different purposes by a variety of users. For example:

��Emergency managers can determine which critical facilities and 

lifelines are located in hazardous areas.

��Building officials and engineers can select areas where detailed 

geotechnical studies should be performed before new construction 

or retrofitting of older structures.

��Facilities managers can assess the vulnerability of corporate and 

public facilities, including schools, and recommend actions 

required to maximize public safety and minimize earthquake 

damage and loss.

���Insurance providers can determine relative seismic risk to aid in the 

calculation of insurance ratings and premiums.

�� Land-use planners can reduce vulnerability by recommending 

appropriate zoning and land use in high hazard areas to promote 

long-term mitigation of earthquake losses.

��Private property owners can guide their decisions on purchasing, 

retrofitting, and upgrading their properties.

This map is meant only as a general guide to delineate areas prone to 

liquefaction. It is not a substitute for site-specific investigation to assess 

the potential for liquefaction for any development project. Because the 

data used in the liquefaction susceptibility assessment have been 

subdivided on the basis of regional geologic mapping, this map cannot be 

used to determine the presence or absence of liquefiable soils beneath any 

specific locality. This determination requires a site-specific geotechnical 

investigation performed by a qualified practitioner.

This map is intended to be printed at a scale of 1:100,000 and was 

generated using 1:24,000- and 1:100,000-scale digital coverages of the 

geologic mapping; therefore, the digital data reflect the original  scale of 

the hazard mapping.  As with all maps, it is recommended that the user 

does not apply this map, either digitally or on paper, at scales greater than 

the source data.
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Liquefaction Susceptibility Map

of Clark County, Washington

Figure 1. Generalized geologic map of Clark 
County showing major rock and soil units 
(Schuster, 2002). Detailed  earthquake hazard 
mapping at 1:24,000-scale was performed for the 
area underlain by units labeled Qs and uTs 
(sediments deposited in the last one or two 
million years).  Other units shown here are 
Quarternary volcanic rocks (unit Qv), 
Quarternary-Pliocene volcanic rocks (unit QPv), 
Lower Tertiary volcanic rocks (unit lTv), and 
Tertiary intrusive igneous rocks (unit Ti).
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